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PREFACE

When the Intergovernmental Pancel on
Climate Change (IPCC) completed its
first Impacts Assessment in 1990 it
became clear that much more work
was needed if a credible global picrure
was to be drawn of the potential effects
of climatc change. In particular, the
Assessment revealed how difficult it
was to compare impacts in difterent
regions and economic sectors that had
been assessed using different methods.
A compatible set of methods was
needed ro yield comparable regional
and secroral impact assessments.

Working Group II of the [PCC there-~
forc established an expert group to
develop some guidelines for the assess-
ment of impacts of climate change.
The work of ihis group resuleed in the
publication in 1992 of an initial report
entitled Preliminary Guidelines for
Assessing Impacts of Climate Change
(Carter et al., 1992).

The major objective in producing and
distributing that reporc was to solicit
comments and suggestions for an
improved set of guidelines that could
be tabled and reviewed as part of the
IPCC Second Assessment. The pre-
sent rcport is the product of that pro-
cess. It should be considered as a set
of technical guidclines for the scien-
tist, which does not scek to prescribe
a single preferred method but a range
of methods, some of which may be
more suitable than others to the task
in hand, buc which can yield broadly
comparable results. The United
Nations Environment Programme is
currently developing a set of
Workbooks, designed to ranslace che
technical procedures outlined here
into practical methods of impact and
adaptation assessment at the country
and sectoral level.

The authors acknowledge the help of
the IPCC Expert Group on
Guidelines, the Lecad Authors
involved in the IPCC WGII Sccond
Assessment, the reviewers and the
governments of the United Kingdomn
and Japan in the preparation and
printing of this report. Technical sup-
port was provided by 1. Higashi,
M. I. McDonnell and C. J. Parry.
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SUMMARY FOR POLICY MAKERS

SUMMARY FOR POLICY MAKERS

Working Group II of IPCC has prepared Guidelines to assess
the impacts of potential climate change and to evaluate appro-
priate adaptations. They reflect current knowledge and will be
updated as improved methodologies are developed. The
Guidelines outline a study framework which will allow compa-
rable assessments to be made of impacts and adaptations in dif-
ferent regions/geographical areas, economic sectors and coun-
tries. The Guidelines are intended to help contracting parties
meet, in part, their commitments under Article 4 of the UN
Framework Convention on Climate Change.
Impact and adaptation assessments involve several steps:
Definition of the problem.
Selection of the methods.
Testing the method.
Selection of scenarios.
Assessment of biophysical and socio-economic impacts.
Assessment of autonomous adjustments.
Evaluation of adaptation strategies.
Definition of the problem includes identifying the specific
goals of the assessment, the ecosystem(s), economic sector(s) and
geographical area(s) of interest, the time horizon(s) of the study,
the data needs and the wider context of the work.

The selection of analytical method(s) depends upon the

availability of resources, models and data. Impact assessment
analyses can range from the qualitative and descriptive to the
quantitative and prognostic.

Testing the method(s), including model validation and sen-
sitivity studies, before undertaking the full assessment is neces-
sary to ensure credibility.

Development of the scenarios requires, firstly, the projec-
tion of conditions expected to exist over the study period in the
absence of climate change and, secondly, the projection of con-
ditions associated with possible future changes in climate.

Assessment of potential impacts on the sector(s) or area(s) of
interest involves estimating the differences in environmental and
socio-economic conditions projected to occur with and with-
out climate change.

Assessment of autonomous adjustments implies the analysis
of responses to climate change that generally occur in an auto-
matlc OF UNCONSCIOUS Imanner.

Evaluation of adaptation strategies involves the analysis of
different means of reducing damage costs. The methodologies
outlined in the Guidelines for analysing adaptation strategies
are meant as a tool only to compare alternative adaptation
strategies and thereby identify the most suitable strategies for
minimizing the effects of climate change were they to occur.

EXECUTIVE SUMMARY

1 Objectives

These Guidelines, which are a further development of those
previously published (Carter et al. 1992) provide a means for
assessing the impacts of potential climate change and of evaluat-
ing approprate adaptations. They reflect current knowledge and
will be updated as improved methodologies are developed.
They do not aim to prescribe a single preferred method, but
provide an analytical outline that comprises a number of steps.
A range of methods is identified at each step. Where possible,
the merits and drawbacks of different methods are briefly dis-
cussed, with some suggestions on their selection and use.

The ultimate purpose of the Guidelines is to enable estima-
tions of impacts and adaptations which will allow comparable
assessments to be made for different regions/geographical areas,
sectors and countries. The Guidelines are intended to help con-
tracting parties meet, in part, commitments under Article 4 of
the UN Framework on Climate Change.

2. Approaches

A general framework for conducting a climate impacts and
adaptations assesstnent contains seven steps:

Definition of the problem.

Selection of the method.

Testing the method. P

Selection of scenarios. ‘

Assessment of biophysical and socio-economic impacts.
Assessment of autonomous adjustments.

Evaluation of adaptation strategies.

At each step, a range of study methods is available. These are
described and evaluated in the following sections. For reasons of

brevity, however, only the essence of each method is intro-
duced, along with references to sources of further information.

3. Step One—Definition of the Problem

This involves identifying the goals of the assessment, the expo-
sure unit of interest, the spatial and temporal scope of the study,
the data needs, and the wider context of the work.

3.1 Goals of the Assessment

It is important to be precise about the specific objectives of a study,
as these will affect the conduct of the investigation. For example,
an assessment of the hydrological impacts of future climatic change
in a river catchment would have quite different requirements for
data and expertise if the goal is to estimate the capacity for power
generation than if it is to predict changes in agricultural income as
a result of changes in the availability of water for irrigation.

3.2 Exposure Unit to be Studied

The exposure unit (i.e. the impacted object) to be assessed deter-
mines, to a large degree, the type of researchers who will conduct
the assessment, the methods to be employed and the data
required. Studies can focus on a single sector or activity (e.g., agri-
culture, forestry, energy production or water resources), several
sectors in parallel but separately, or several sectors interactively.

3.3 Study Area

The selection of a study area is guided by the goals of the study
and by the constraints on available data. Some options are rea-
sonably well-defined, including governmental units, geographi-
cal units, ecological zones, and climatic zones. Other options
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requiring more subjective selection criteria include sensitive
regions and representative units.

3.4 Time Frame

The selection of a time horizon for study is also influenced by the
goals of the assessment. For example, in studies of industrial
impacts the planning horizons may be 5-10 years, while investiga-
tions of tree growth may require a 100-year perspective.
However, as the time horizon increases, the ability to accurately
project future trends declines rapidly. Most climate projections
and scenarios rely on general circulation models (GCMs) which
are subject to uncertainties. Projections of socio-economic factors
such as population, economic development and technological
change need to be made for periods exceeding 15-20 years.

3.5 Data Needs

The availability of data is probably the major limitation in most
impact and adaptation assessment studies. The collection of new
data is an important element of some studies, particularly for
monitoring purposes regarding expected climate changes, but
most rely on existing sources. Thus, before embarking on a
detailed assessment, it is important to identify the main features
of the data requirements, namely the variables for which data are
needed, the time period, spatial coverage and resolution of the
required data, the sources and format of the data and their quan~
tity and quality, and the data availability, cost and delivery time.

3.6 Wider context of the work

In order to assist policy makers in evaluating the wider signifi-
cance of an assesstnent, it is important to place it in the context
of similar studies and of the political, economic and social sys-
tem of the region.

4. Step Two-Selection of the Method

A variety of analytical methods can be adopted ranging from qualita-
tive descriptive studies, through more diagnostic and semi-quantita~
tive assessments, to quantitative and prognostic analyses. Any single
impact assessment may contain elements of one or more of these
types. Four general methods can be identified: experimentation,
impact projections, empirical analogue studies and expert judgement.

4.1 Experimentation

In the physical sciences, a standard method of testing hypotheses
or of evaluating processes of cause and effect is through direct
experimentation. In the context of climate impact and adaptation
assessment, however, experimentation has only a limited applica-
tion. Clearly it is not possible physically to simulate large-scale
systems such as the global climate. Only where the scale of
impact is manageable, the exposure unit measurable, and the
environment controllable, can experiments be usefully conducted
(for example, gas enrichment experiments with plants).

4.2 Impact Projections

One of the major goals of climate impact assessment, especially
concerning aspects of future climatic change, is the prediction of
future impacts. A main focus of much recent work has been on
impact projections, using an array of mathematical models to
extrapolate into the future. First-order effects of climate are usu-
ally assessed using biophysical models, second- and higher-order
effects using a range of biophysical, economic and qualitative
models. Finally, attempts have also been made at comprehensive
assessments using integrated systems models.

vi

4.2.1 Biophysical Models

Biophysical models may be used to evaluate the physical interac-
tions between climate and an exposure unit. There are two
main types: empirical-statistical models and process-bascd mod-
els. Empirical-statistical models are based on the statistical rela-
tionships between climate and the exposure unit. Process-based
models make use of established physical laws and theories to
express the dynamics of the interactions between climate and an
exposure unit.

4.2.2 Economic Models

Economic models of several types can be employed to evaluate
the implications of first-order impacts for local and regional
economies. The main types of models are firm-level (which
depict a single firm or enterprise), sectoral (which simulate
behaviour within a specific economic sector) and macro-eco-
nomic (which simulate entire economies).

4.2.3 Integrated Systems Models

Integrated systems models represent an attempt to combine ele-
ments of the modelling approaches described above into a com-
prehensive model of a given regionally- or sectorally- bounded
system, Two main approaches to integration can be identified:
the aggregate cost-benefit approach, which is more economi-
cally orientated, and the regionalized process-based approach,
which focuses more on biophysical effects.

4.3 Empirical Analogue Studies

Observations of the interactions of climate and society in a region
can be of value in anticipating future impacts. The most cormmon
method employed involves the transfer of information from a dif-
ferent time or place to an area of interest to serve as an analogy.
Four types of analogy can be identified: historical event analogies,
historical trend analogies, regional analogies of present climate and
regional analogies of future climate.

4.4 Expert Judgement

A useful method of obtaining a rapid assessment of the state of
knowledge concerning the effects of climate on given exposure
units is to solicit the judgement and opinions of experts in the
field. Literature is reviewed, comparable studies identified, and
experience and judgement used in applying all available infor-
mation to the current problem.

5. Step Three-Testing the Method

Following the selection of the assessment methods, it is impor-
tant that these are tested in preparation for the main evaluation
tasks. Three types of activity may be useful in evaluating the
methods: feasibility studies, data acquisition and compilation,
and model testing,

5.1 Feasibility Studies

These usually focus on a subset of the study region or sector to
be assessed. Such case studies can provide information on the
effectiveness of alternative approaches, of models, of data acqui-
sition and monitoring, and of research collaboration.

5.2 Data Acquisition and Compilation

Data must be acquired both to describe the ternporal and spatial
patterns of climate change and their impacts and to develop, test
and calibrate predictive models. Data collection may rely on
existing information obtained and compiled from different



EXECUTIVE SUMMARY

sources, or require the acquisition of primary data, through sur-
vey methods, direct measurement or monitoring.

5.3 Model Testing

The testing of predictive models is, arguably, the most critical stage
of an impact assessment. Most studies rely almost exclusively on the
use of models to estimate future impacts. Thus, it is crucial for the
credibility of the rescarch that model performance is tested rigor-
ously. Standard procedures should be used to evaluate models, but
these may need to be modified to accommodate climate change.
Two main procedures are recommended: validation and sensitivity
analysis. Validation involves the comparison of model predictions
with real world observations to test model performance. Sensitivity
analysis evaluates the effects on model performance of altering its
structure, parameter values, or values of its input variables.

6. Step Four—Selection of the Scenarios
Impacts are estimated as the differences between two states:
environmental and socio-economic conditions expected to exist
over the period of analysis in the absence of climate change and
those expected to exist with climate change.

6.1 Establishing the Present Situation

In order to provide reference points with which to compare
future projections, three types of ‘baseline’ conditions need to
be specified: the climatological, environmental and socio-eco-
nomic baselines.

6.1.1 Climatological baseline

The climatological baseline is usually selected according to the

following criteria:

® Representativeness of the present-day or recent average cli-
mate in the study region.

® Of sufficient duration to encompass a range of climatic vari-
ations.

® Covering a period for which data on all climatological vari-
ables are abundant, adequately distributed and readily available.

@ Including data of sufficient quality for use in evaluating
lmpacts.
It is recommended that the current standard WMO normal

period (1961-90) be adopted in assessments where appropriate.

6.1.2 Environmental baseline

The environmental baseline refers to the present state of other,
non-climatic environmental factors, that affect the exposure
unit. Examples include: groundwater levels, soil pH, extent of
wetlands, etc.

6.1.3 Socio-economic baseline

The socio-economic baseline describes the present state of all
the non-environmental factors that influence the exposure unit.
The factors may be geographical (e.g., land use), technological
(e.g., pollution control), managerial (e.g., forest rotation), leg-
islative (e.g., air quality standards), economic (e.g., commodity
prices), social (e.g., population), or political (e.g., land tenure).
All of these are liable to change in the future, so it is important
that baseline conditions of the most relevant factors are noted.

6.2 Time Frame of Projections

A critical consideration for conducting impact experiments is
the time horizon over which estimates are to be made. Three
elements influence the time horizon selected: the limits of pre-

dictability, the compatibility of projections and whether the
assessmient is continuous or considers discrete points in time.

6.2.1 Limits of predictability

The time horizon selected depends primarily on the goals of the
assessment. However, there are obvious limits on the ability to
project into the future. Climate projections, since they are a key
element of climate impact studies, define one possible outer
limit on impact projections. GCM estimates seldom extend
beyond about 100 years, due to the uncertainties attached to
such long-term projections and to constraints on computational
resources. This fixes an outer horizon at about 2100. In many
economic assessments on the other hand, projections may not
be reliable for more than a few years ahead.

6.2.2 Compatibility of projections

It is important to ensure that future climate, environment and
socioc-economic projections are mutually consistent over space
and time. It is important to be clear about (i) the relative timing
of increases in greenhouse gas concentrations and climate
change and (ii) the relative timing of a 2 x CO, compared to a
2 x CO, ‘equivalent’ atmosphere!. With regard to the former,
there is a lag time of several decades in the response of the cli-
mate system to increases in greenhouse gas concentrations. With
regard to the latter, 1 2 x CO, ‘equivalent’ atmosphere occurs
carlier than a 2 x CO, atmosphere because gases such as CH,,
N,O, and troposphere O, also contribute to radiative forcing.

6.2.3 Point in time or continmous assessment

A distinction can be drawn between considering impacts at dis-
crete points in time in the future and examining continuous or
time-dependent impacts. The former are characteristic of many
climate impact assessments based on doubled-CO, equivalent sce-
narios. In contrast, transient climatic scenarios allow time-depen-
dent phenomena and dynamic feedback mechanisms to be exam-
ined and socio-economic adjustments to be considered.

6.3 Projecting Environmental Trends in the Absence of Climate
Change

The development of a baseline describing conditions without cli-
mate change is crucial, for it is this baseline against which all pro-
jected impacts are measured. It is highly probable that future
changes in other environmental factors will occur even in the
absence of climate change, which may be of importance for an
exposure unit. Examples, as approprate, include changes in land-
use, changes in groundwater level and changes in air, water and
soil pollution. Most factors are related to, and projections should
be consistent with trends in socio-economic factors. Greenhouse
gas concentrations may also change, but these would usually be
linked to climate (which is assurned unchanged here).

6.4 Projecting Socio~Economic Trends in the Absence of Climate
Change

Global climate change is projected to occur over time periods
that are relatively long in socio-economic terms. Over that
period it is certain that the economy and society will change,
even in the absence of climate change. Official projections exist

la2x CO, ‘equivalent’ atmosphere is one where the radiative forcing due
to changes in all greenhouse gases (CO,, CH,, N,O, O, halocarbons) is the
samme as that of an atmosphere where the concentration of CO, has doubled
with the concentration of other greenhouse gases remaining unchanged.
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for some of these changes, as they are required for planning pur-
poses. These vary in their time horizon from several years (e.g.,
economic growth, unemployment), through decades (e.g.,
urbanisation, industrial development, agricultural production),
to a century or longer (e.g., population).

6.5 Projecting Future Climate
In order to conduct experiments to assess the impacts of climate
change, it is first necessary to obtain a quantitative representation of
the changes in climate themselves. No method yet exists of provid-
ing confident predictions of future climate. Instead, it is customary
to specify a number of plausible future climates. These are referred
to as ‘climatic scenarios’, and they are selected to provide climatic
data that are spatially compatible, mutually consistent, freely avail-
able or easily derivable, and suitable as inputs to impact models.
There are three basic types of scenario of future climate:
synthetic scenarios, analogue scenarios and scenarios from gen-
eral circulation models.

6.5.1 Synthetic scenarios

A simple method of specifying a future climate is to adjust the
baseline climate in a systematic, though essentially arbitrary
manner. Adjustments might include, for example, changes in
mean annual temperature of + 1, 2, 3 °C ..., etc. or changes in
annual precipitation of * 5, 10, 15% ... etc. relative to the base-
line climate. Adjustments can be made independently or in
combination. In this way information can be obtained on:

® Thresholds or discontinuities of response that might occur
under a given magnitude or rate of change. These may rep-
resent levels of change above which the nature of the
response alters (e.g., warming may promote plant growth,
but very high temperatures cause heat stress).

Tolerable climate change, which refers to the magnitude or rate
of climate change that a modelled system can tolerate with-
out major disruptive effects (sometimes termed the ‘critical
load’). This type of measure is potentially of value for policy,
as it can assist in defining specific goals or targets for limiting
future climate change.

One of the main drawbacks of the approach is that adjust-
ments to combinations of variables may not to be physically
plausible or internally consistent.

6.5.2 Analogue scenarios

Analogue scenarios are constructed by identifying recorded
climatic regimes which may serve as analogues for the future cli-
mate of a given region. These records can be obtained either
from the past (temporal analogues), or from another region at
the present (spatial analogues).

Temporal analogues are of two types: those based on past
instrumental observations (usually within the last century) and
those based on proxy data, using palaeoclimatic indicators such as
plant or animal remains and sedimentary deposits (from the more
distant past geological records). The main problem with this tech-
nique concerns the physical mechanism and boundary conditions
that would almost certainly be different between a warmer cli-
mate in the past and a future greenhouse-gas induced warming.

Spatial Analogues require the identification of regions today
having a climate analogous to the study region in the future.
This approach is severely restricted, however, by frequent lack
of correspondence between other non-climatic features of two
regions that may be important for a given impact sector (e.g.
daylength, terrain, soils or economic development.

viii

6.5.3 Scenarios_from general circulation models
Three dimensional numerical models of the global climate sys-
temn (including atmosphere, oceans, biosphere and cryosphere)
are the only credible tool currently available for simulating the
physical processes that determine global climate. Although sim-
pler models have also been used to simulate the radiative effects
of increasing greenhouse gas concentrations, only general circu-
lation models (GCMs), possibly in conjunction with nested
regional models, offer the possibility to provide estimates of
regional climate change, which are required in impact analysis.

GCMs produce estimates of climatic variables for a regular
network of grid points across the globe. Results from about 20
GCMs have been reported to date (e.g., see IPCC, 1990 and
1992). However, these estimates are highly uncertain becanse
of some important weaknesses of GCMs. These include: 1)
poor model representation of cloud processes, 2) a coarse spatial
resolution (at best employing grid cells of some 250 km hori-
zontal dimension), 3) generalized topography, disregarding
some locally important features and 4) a simplified representa-
tion of land-atmosphere and ocean-atmosphere interactions. As
a result, GCMs are currently unable accurately to reproduce
even the seasonal pattern of present-day climate at a regional
scale. Thus, GCM outputs represent, at best, broad-scale sets of
possible future climatic conditions and should not be regarded
as predictions.

GCMs have been used to conduct two types of experiment
for estimating future climate: equilibrium-response and
transient-forcing experiments. The majority of experiments have
been conducted to evaluate the equilibrium response of the
global climate to an abrupt increase (commonly, a doubling) of
atmospheric concentrations of carbon dioxide. A measure that is
widely used in the intercomparison of various GCMs, is the cli-
mate sensitivity parameter. This is defined as the global mean
equilibrium surface air temperature change that occurs in
response to an increase in radiative forcing due to a doubling of
atmospheric CO, concentration (or equivalent increases in other
greenhouse gases). Values of the parameter obtained from cli-
mate model simulations generally fall in the range 1.5-4.5°C
(IPCC, 1992). Knowledge of the climate sensitivity can be use-
ful in constructing climate change scenarios from GCMs.

Recent work has focused on fashioning more realistic exper-
iments with GCMs, specifically, simulations of the response of
climate to a transient forcing. These simulations offer several
advantages over equilibrium-response experiments. First, the
specifications of the atmospheric perturbation are more realistic,
involving a continuous (transient) change over time in GHG
concentrations. Second, the representation of the oceans is more
realistic, the most recent simulations coupling atmospheric mod-
els to dynamical ocean models. Finally, transient simulations
provide information on the rate as well as the magnitude of cli-
mate change, which is of considerable value for impact studies.

The following types of information are currently available
from GCM:s for constructing scenarios:

@ Outputs from a ‘control’ simulation, which assumes fixed
GHG concentrations, and an ‘experiment’ which assumes
future concentrations. In the case of equilibrium-response
experiments, these are values from multiple-year model sim-
ulations for the control and 2 x CO, (or equivalent increases
in other greenhouse gases) equilibrium conditions.
Transient-response experiments provide values for the con-
trol equilibrium conditions and for each year of the transient
model run (e.g., 1990 to 2100).
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Values of surface or near-surface climatic variables for model]
grid boxes characteristically spaced at intervals of several
hundred kilometres around che globe.

& Values of air temperature, precipitation (mean daily rate) and
cloud cover, which are commonly supplied for use in
impact studies. Darta on radiation, windspeed, vapour pres-
sure and other variables are also available from some models.

® Daca averaged over a monthly dme period. However, daily
or hourly values of certain climatic variables, from which the
monthly statistics were derived, may also be stored for a
number of years within the full simulation penods.

6.6 Projecting Environmental Tyends with Climate Change
Changes in environmental conditions not due to climatic
factors should already have been incorporated in the devel-
opment of the environmental trends in the absence of cli-
mate changes, the only changes in these trends to be incor-
porated here are those due solely to climate change. The
two factors most commonly required in assessments are
greenhouse gas concentrations and sea level rise. Future
changes in these are still under discussion, but the estimates
reported by the IPCC may serve as a useful basis for con-
structing scenarios (IPCC, 1990). Other factors that are
directly affected by climate (such as river flows, runoff, ero-
sion) would probably require full impact assessments of cheir
own, although some might be incorporated as ‘automatic
adjustments’ in projections.

6.7 Projecting Socio-Economic Trends with Climate Change
The changes in environmental conditions that are atmburable
solely to climate change serve as inputs to econormic models that
project the changes in socio-economic conditions due to chi-
mate change both within the study area and, where relevant and
appropnate, outside it, over the study period. All other changes
in socio-economic conditions over the period of analysis are
attributable to non-climatic factors and should have been
included in the estimation of socio-economic changes in the
absence of climate change.

7. Step Five—Assessment of Impacts

Impacts are estimated as the differences over the study period
berween the environmental and socio-economic conditions pro-
jected to exist without climate change and those that are pro-
jected with climate change. Assessments may include:

7.1 Qualitative description

The success of this method rests on the expenence and mnterpre-
uve skills of the analyst, especially the analyst's abihity to con-
sider all factors of importance and their interrelationships.
Formal methods of organizing qualitative informanon also exist
(for example, cross impact analysis).

7.2 Indicators of change

These are particular regions, activities or organisms thar are
intrinsically sensitive to climate, and which can provide an early
or accurate indication of effects due to climate change.

7.3 Compliance to standards

This may provide a reference or an objective against which to
measure the impacts of climate change. For example, the effect
on water quality could be gauged by reference to current water
quality standards.

7.4 Costs and benefits

These should be estimated quantitatively to the extent possible
and expressed in economic terms. This approach makes explicit
the expectation that a change in resources and resource alloca-
tion due to climate change is likely to yield benefits as well as
costs. It can also examine the costs or benefits of doing nothing
to mitigate potential climate change.

7.5 Geographical analysis

Impacts vary over space, and this pattern of variation is of con-
cern to policy makers operating at regional, national or interna-
tonal scales because these spatial differences may have conse-
quent policy and planning implications. The geographical depic-
tion of the effects of climate change using geographical informa-
tion systems (GIS) 1s one method of describing impacts.

7.6 Dealing with uncertainty

Uncertainties pervade all levels of a chimate impact assessmenc,
including the projection of future GHG emissions, atmospheric
GHG concentrations, changes in climate, their potential impacts
and the evaluation of adjustments. There are two methods
which attempt to account for these uncertainties: uncertainty
analysis and nisk analysis.

7.6.1 Uncentainty analysis

Uncertainty analysis comprises a set of techniques for anticipat-
ing and preparing for the impacts of uncertain fucure events. It is
used here to describe an analysis of the range of uncertainties
encountered in an assessment study.

7.6.2 Risk analysis

Risk analysis deals with uncertainty in terms of the risk of
impact. Risk is defined as the product of the probability of an
event and its effect on an exposure unit. Since it is extreme
events that produce the most significant impacts, there is value
in focusing on the changing probability of climatic extremes and
of their impacts. Another form of risk analysis, decision analysis,
is used to evaluate response strategies to climate change. It can
be used to assign likelihoods to different climatic scenarios,
identifying those response strategies that would provide the flex-
ibility, at least cost, (minimizing expected annual damages), that
best ameliorates the anticipated range of impact.

8 Steps Six and Seven—Assessment of Autonomous
Adjustments and Evaluation of Adaptation Strategies
Impact experiments are usually conducted to evaluate the effects
of climate change on an exposure unit in the absence of any
responses which mmght modify these effects and are not already
automatic or built into future projections. Two broad types of
response can be identified: mitigation and adapcation.

8.1 Mitigation and adaptation

Mitigation or ‘imitation’ attempts to deal with the causes of climate
change. It achieves this through actions that prevent or retard the
increase of atmospheric greenhouse gas (GHG) concentrations, by
limiting current and future emission from sources of GHGs and
enhancing potential sinks for GHGs. The evaluation of mitigation
policies is outside the scope of these Guidelines.

Adaptation is concemed with responses to both the adverse
and positve effects of climate change. It refers 1o any adjust-
ment, whether passive, reactive or anticipatory, that can respond
to anticipated or actual consequences associated with climate
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change. It thus implicitly recognizes that future climate changes
will occur and must be accommodated in policy.

8.2 Steps in evaluation of an adaptation strategy

A broad framewotk for the evaluation of adaptation strategies to
cope with climate change can be identified. This comprises the
following steps:

Define the objectives.

Specify the climatic impacts of importance.

Identify the adaptation options.

Examine the constraints.

Quantify measuies and formulate alternative strategies.
Weight objectives and evaluate trade-offs.

Recommend adaptation measures.

8.2.1 Defining the objectives

Any analysis of adaptation must be guided by some agreed over-
all goals and evaluation principles. Two cxamples of general
goals commonly propounded are: (i) the promotion of sustain-
able development, and (ii) the reduction of vulnerability. These
are open to various interpretations, howcever, so specific objec-
tives need to be defined that complement the goals. Objectives
are usually derived either from public involvement, from stated
public preferences, by legislation, through an interpretation of
goals such as those stated above, or any combination of these.

8.2.2 Specifying the climatic impacts of importance

This step involves an assessment, following the methods outlined
elsewhere above, of the possible impacts of climate variability or
change on the exposure unit. Where climatic events are expected
that will cause damage, these need to be specified in detail so that
the most appropriate adaptation options can be identified.

8.2.3 Identifying the adaptation options

The main task of assessment involves the compilation of a

detailed list of possible adaptive responses that might be

employed to cope with the effects of climatc. The list can be

compiled by field survey and by interviews with relevant

experts, and should consider all practices currently or previously

used, as well as possible alternative strategies that have not been

used, and newly created or invented strategies.
Six types of strategy for adapting to the effects of climate

have been identified:

@ Prevention of loss, involving anticipatory actions to reduce the

. susceptibility of an exposure unit to the impacts of climate.

® Tolerating loss, where adverse impacts are accepted in the

' short term because they can be absorbed by the exposure
unit without long term damage.

® Spreading or sharing loss, where actions distribute the burden
of impact over a larger region or population beyond those
directly affected by the climatic event.

® Changing use or activity, involving a switch of activity or
resource use to adjust to the adverse as well as the positive
consequences of climate change.

® Changing location, where preservation of an activity is consid-
ered more important than its location, and migration occurs to
areas that are more suitable under the changed climate.

® Restoration, which aims to restore a system to its original
condition following damage or modification due to climate.
Numerous options exist for classifying adaptive measures,

but.generally, regardless of the resources of interest (e.g.,

forestry, wetlands, agriculture, water) the prospective list may

include among other management measures:
® Legal

Financial

Economic

Technological

Public education

Research and training

8.2.4 Examining the constrainis

Many of the adaptation options identified in the previous step
are likely to be subject to legislation or be influenced by prevail-
ing social norms, which may encourage, restrict or totally pro-
hibit their use. Thus, it is important to examine closely, possibly
in a separate study, what these constraints are and how they
might affect the range of feasible choices available.

8.2.5 Quantifying the measures and formulating alternative strategies

The next step is to assess the performance of each adaptation mea-
sure with respect to the stated objectives. It may be possible, if
appropriate data and analytical tools exist, to use simulation models
to test the effectiveness of different measures under different climatic
scenarios. Historical and documentary cvidence, survey material or
expert judgement are some other alternative sources of this infor-
mation. Uncertainty analysis and risk assessment are also considered
at this stage. This step is a prelude to developing strategies which
maximize the level of achievement of some objectives while main-
taining baseline levels of progress towards the remaining objectives.

8.2.6 Weighting objectives and evaluating trade-offs

This is the key evaluation step, where objectives must be
weighted according to assigned preferences and then compar-
isons made between the effectiveness of different strategies in
meeting these objectives. Standard impact accounting systems
can be used in the evaluation. For example, a four-category sys-
tem might consider: (i) national economic development;
(ii) environmental quality; (iii) regional economic development;
and (iv) other social effects. Selection of preferred strategies then
requires the determination of trade-offs between the categories.

8.2.7 Recommending adaptation measures

The results of the evaluation process should be compiled in a form
that provides policy advisers and decision makers with information
on the best available adaptation strategies. This should include
some indication of the assumptions and uncertainties involved in
the evalvation procedure, and the rationale used {(e.g., decision
rules, key evaluation principles, national and international support,
institutional feasibility, technical feasibility) to narrow the choices.
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1.1 Introduction

Variations in seasonal weather patterns are as much a feature of
the modern world as they were in historical times and the effects
of such variability are manifest across a range of natural systems
and human activities. Until recently, these variations have been
assumned to represent natural fluctuations about an essentially sta-
ble average climate. However, the observation that concentra-
tions of certain trace gases in the atmosphere have been increas-
ing rapidly, primarily as a result of human activities, has led to
the realisation that changes in atmospheric composition are capa-
ble of affecting the surface climate of the earth.

The trace gases, especially carbon dioxide, methane, chlo-
rofluorocarbons (CFCs) and nitrous oxide, have the property
of permitting the fairly free passage of short wavclength solar
radiation from the sun through to the earth’s surface, but
absorbing the re-radiated radiation (at lower temperatures and
longer wavelengths) from the carth. With the exception of
CFCs, which are human-made, the natural occurrence of these
gases in the atmosphere (along with water vapour, another
strong absorber of terrestrial radiation) has maintained the
earth’s surface at an average temperature some 33°C higher
than would be the case in their absence. Analogous to the
effect of glass in a grecnhouse, this mechanism has become
known as the ‘greenhouse effect’, and the gases as greenhouse
gases (GHGs).

Observed increases in GHG concentrations are thought to
be altering the radiation balance of the earth, warming the sur-~
face and affecting the atmospheric circulation. It is this antici-
pated global warming of climate, the ‘enhanced greenhouse
effect’, that has recently become the subject of great concern
both locally and internationally. At a global scale, the rate and
magnitude of predicted changes in climate are unprecedented in
historical times, thus raising the question of their likely effects
on physical processes, natural ecosystems and human activities
and what, if any, measures there are for preventing or mitigating
the more serious impacts.

1.2 Origins of this Report

In an attempt to clarify the issues and to identify the possible

policy implications of the enhanced greenhouse effect at inter-

national level, the United Nations Environment Programme

(UNEP) and the World Meteorological Organization (WMO)

established the Intergovernmental Panel on Climate Change

(IPCC) in 1988. The IPCC was charged with assessing the sci-

entific information relating to three aspects of the climate

change issue:

® Changes in climate arising from increasing greenhouse gas
concentrations in the atmosphere.

® The environmental and socio-economic consequences of
climate change.

@ The formulation of response strategies.

These three tasks were assigned respectively to three
Working Groups: I, II and III.

The IPCC published its First Assessment Report in 1990.
One\ component of this, The IPCC Impacts Assessment, was
contributed by Working Group II (IPCC, 1990b). The IPCC
agreed to continue its work within a long term framework, and

entered a new phase, using the First Assessment Report as the
starting point.

In August 1991, Working Group II, in its Fourth Plenary,
agreed to establish an expert group to develop some guidelines
for the assessment of impacts of climate change. A summary of
those deliberations forms part of the Working Group II contri-
bution to the IPCC 1992 Supplement IPCC 1992b). The full
version of the guidelines document was published in 1992 as
Preliminary Guidelines for Assessing Impacts of Climate Change
(Carter et al., 1992).

As part of its Second Assessment Report, IPCC Working
Group II agreed to expand and revise the guidelines. This report
is the product of that work.

1.3 General Objectives of Climate Impact Assessment

Climate impact assessment is a sequential set of activities

designed to identify, analyse and evaluate the impacts of climate

variability and climate change on natural systems, human activi-

ties and human health and well-being, to estimate the uncer-

tainties surrounding these impacts, and to exarnine the possible

adaptive responses for reducing adverse effects or exploiting new

opportunities.

Climate impact assessment has two general objectives:

® To assess climate change impacts and adaptations in a scien-
tific manner.

® To provide a mode of analysis that will enable policy makers
and decision makers to choose among a set of adaptation
options and develop a suitable mixed strategy of response
that combines adaptation and mitigation measures, as appro-
priate.

The general responsibility of science is to expand the knowl-
edge base for the common benefit. This should be achieved by
developing the research methodology for assessment, collecting
information on trends in the environment and in society, devel-
oping predictive tools for evaluating impacts, forging scientific
links across disciplinary, institutional and political boundaries
and comimunicating results objectively to other scientists, deci-
sion makers and the public.

Policy makers require climate impact assessments to provide
themn with the necessary scientific information for policy deci-
sions. These decisions include considering the options for miti-
gating climatic change and/or those for adapting to it, either by
coping with, mitigating or exploiting its projected impacts.
Assessments are required for different time and space scales,
reflecting the time horizons and areas to which planning and
decision-making apply. They could also provide a basis for
negotiating global and transnational protocols for addressing cli-
matic change issues, which lie outside the jurisdiction of indi-
vidual policy makers.

Climate impact assessment must address an inherently global
phenomenon affecting all nations, so it is desirable that assess-
ments be conducted in a transparent manner, with comparable
assumptions and internally consistent procedures. Comparability
among assessments is of great importance in appraising the range
of appropriate response actions at the international, national and
regional levels. Decision makers must have confidence that, at a
minimum, the basic assumptions are uniform (e.g., use of a
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common set of scenarios), that the various models and analytical
tools are used correctly, and that the evaluation of impacts prop-
erly takes into account future impacts due to socio-economic
and technological changes that would occur even in the absence
of climate change.

1.4 Purpose and Scope of the Report

This report provides a review of the methods of climate impact
and adaptation assessment. It is primarily oriented to the techni-
cal analyst responsible for organizing and undertaking a complex
series of interrelated tasks. However, the methodology it adopts
is itself designed to provide information for policy makers that is
scientifically credible and useful for assisting in decision-making
under uncertainty.

The term ‘climate impact assessment’ is used hereafter to
refer to assessments both of the impacts of climatic variability and
change and of possible adaptations to these. The report outlines a
basic framework for the study of climate-environment-society
interactions, with a particular emphasis on assessing the impacts
of possible future changes in climate due to the enhanced green-
house effect. Experience with assessing the social and economic
impacts of climatic change is at present limited, while generalized
methods for evaluating adaptation strategies for changing climate
do not yet exist. Thus, these guidelines represent an early effort
at formalizing some of these methods into workable procedures,
and are amenable to refinement and development in future years.

The report does not aim to prescribe a single preferred
method, but provides an analytical framework that comprises
seven steps. A range of methods is identified at each step. Where
possible the merits and drawbacks of different methods are dis-
cussed briefly, with some suggestions on their selection and use.
Guidance is also offered on the organization of research and the
communication of results.
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2.1 Purpose of Assessment

There are several different reasons for conducting a climate
impact assessment. First, there is a need to evaluate how climate
affects human activives and well-being and natural systems along
with estimates of the uncertainties surrounding these effects.
The effects may be physical (e.g., on water availability), biologi-
cal (e.g., on plant growth), economic (e.g., on industrial prof-
itability), social (e.g., on regional employment) or a combina-
tion of these. Second, it may assist in evaluating sensitivities,
vulnerabilities or thresholds to likely scenarios of climate change
and in evaluating potential environmental standards. Third, 1t
can identify and/or evaluate the range of possible options for
adapting to and, where possible, exploiting the effects of clirnate
change. Fourth, it can help with the assessment of the costs of
impacts of climate change so that these can then be compared
with the costs associated with adaptation and mitigation mea-
sures in order to assist with the formulacion of balanced policy
responses. Fifth, it can identify impacts of limitation or adapta-
tion options. Sixth, it can assist in pinpointing gaps in climate
research that require attentuon because of their importance in
assessing 1mpacts. Finally, it can alert public awareness to issues
of common concem (for example, to educate people about the
need for improving the efficiency of resource use) and establish
a basis for political decisions.

2.2 Definitions of Some Important Terms

A number of the terms used in this report can have various con-

notations, To reduce the risk of misinterpretation, some simple

definitions are given below. Definitions of other terms are pro-

vided elsewhere in the text.

® An exposure unit is the actvity, group, region or resource
exposed to significant climatic varations.

® An effect 1s directly produced by a process or agent (e.g.,
climate) acting on an exposure unit.

® An impact is an effect on the exposure unit having some
assigned relative value or importance.

® Assessment refers to the scientific appraisal of effects.

® Evaluation is the assignment of significance or importance
to effects or to altemaave strategies.

® Adaptation is concemed with responses to the effects or
yimpacts of chimate change.

® A scenario is a coherent, intemally consistent and plausible
description of a possible future state of the world.

® Sensitivity (in its general sense) refers to the degree of
responsiveness of an exposure unit to climate, whether ben-
eficial or detnmental.

® Vulnerability is the degree to which an exposure unit is
disrupted or adversely affected as a resule of climatic effects.

Figure 1. Schema of the impact approach (after Kates, 1985)

Both socio-economic and physical factors are importanct in
determining vulnerabilicy.

2.3 Approaches

Climate 1mpact assessmenis may be conducted according to one
of three general methodological approaches (Kates, 1985):
Impacr, interaction and integrated approaches.

2.3.1 Impact approach

The ssmplest approach follows a straightforward ‘cause and
effect’ pathway whereby a climatic event acting on an exposure
unit has an 1mpact (Figure 1). In Jayperson’s terms it can be
thought of as an ‘If~Then-What’ approach: if the climate were
to alter like this then what would be its impacts? In adopting the
approach it is assumed that the effect of other non-cimatic fac-
tors on the exposure unit can be held constant. Where this
assumption s justified, (for example, in biological studies of pris-
tine environments not subject to any non-climatic changes), the
approach can be informative. However, the narrow focus on the
effects of climate alone on human activities is also 2 major weak-
ness of the approach. Another problem is that the whole assess-
ment is reliant on the initial choice of a climatic event, which is
not always selected according to criteria that are relevant to the
climate-sensitivity of the exposure unit. Finally, a major draw-
back of this approach is an inability to assign a likelihood to the
assumed changes in climanc factors.

The impact approach is usually adopted for studies of indi-
vidual activities or organisms in order to establish ‘dose-
tesponse’ functions, but 1t is also applied to sectoral studies
where impacts may propagate through a hierarchy of levels.
Thus, direct impacts represent the direct biophysical effects of
climate on organisms or activities (e.g., on plants, animals, heac-
ing demand, water). The direct effects lead, in turn, to indirect
impacts (e.g., changes in grass growth leading o changes in live-
stock producuvity). The chain of impacts may then extend to
higher-order economic and social impacts (e.g., changes in fann
income, changes in nanonal agricultural production, changes in
farm employment).

In order to follow this hierarchical approach assumnptions are
required at each level of analysis. Inevirably, accompanying
these assumptions are uncertainties, which may themselves
propagate through the system. Given the large uncertainties, the
exclusion of other influencing factors and the lack of considera-
tion of possible feedback effects, it is rare that such a formal
methodology can be followed successfully in impact assessment.
More commonly an integrated or partially integrated approach
must be adopted (see 2.3.3).

CLIMATIC CHANGE

- EXPOSURE UNIT
(e.g. activity)

IMPACT
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Figure 2. Schema of the interaction approach (after Parry and Carter, 1988)

CLIMATIC CHANGE

INTERACTION
(including response to
external factors)

OTHER FACTORS
(environmental and
non-environmental)

2.3.2 Interaction approach

The interaction approach recognizes that climate is only one of
a set of factors that influence or are influenced by the exposure
unit (Figure 2). For instance, the effects of an equivalent short-
fall of rainfall may be felt quite differently in differenc parts of
the world, some experiencing hunger or malnutrition due to
underlying factors such as poverty, war or social marginalizanion,
others profiting from increased food prices at a time of general
shortage. Only if these other factors are fully accounted for will
an accurate evaluation of the effects be achieved.

The interaction approach also allows for feedbacks that may
regulate or enhance an effect. To illustrate a simple feedback ac a
global level: a change in climate may lead to a shift in natural veg-
etation zones. However, this shift in zones may itself influence che
climarte through changes in fluxes of gases to and from the atmo-
sphere, and through changes in surface reflecavicy.

A study method that fits closely into the structure of the inter-
action approach is the adjoint method (Parry and Carter, 1988;

Parry, 1990). In simple terms this can be thought of as a
“What-Then-If approach: What points of a system are sensitive
to what types of climatic change and then what might the impacts
be if those changes in climate were to occur? It differs from the
impact approach, described above, in that the climate event is
selected according to the climate-sensitvity of the exposure unit.

2.3.3 Integrated approach

An integrated approach is the most comprehensive treamment of
the interactions of climate and society. It seeks to encompass the
hierarchies of interactions that occur within sectors, interactions
between sectors, and feedbacks, including adaptation, which serves
to modify impacts and scenarios alike (Figure 3). In practice, since
the knowledge base 1s insufficient to envisage conducting fully
integrated assessments, only partially integrated assessments are fea-
sible. These can be achieved by linking together parallel studies for
different sectors in the same region (usually a nation or large
administrative unit). This approach is being implemented in an

Figure 3. An integrated approach to climate impact and adaptation assessmenc (Modified from Parry and Carter, 1988)
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APPROACHES TO THE ASSESSMENT OF IMPACTS AND ADAPTATIONS

Integrated Regional Tmpact Assessinent (IRTA) 1 the MacKenzie
Basin, Canada (Cohen, 1993; Yin and Cohen, 1994), perhaps the
most ambidous regional level assessment to have been undertaken
to date. A sinvlar approach was also adopted in the MINK study
on the US Com Belt (Rosenberg, 1993—see Box 13), at nacional
scale in Egypr (Stezepek et al., in press) and, though less detailed, in
south-cast Asia (Parry et al., 1992). Other approaches focus on dif-
ferent sectors in a wide variety of regions to examine impacts on,
for example, food supply or water resources (see, for example,
Strzepek and Smith, in press).

A major shortcoming of most climate impact assessments to
date has been their lack of an in-depth treatment of adapration,
due in part to its complexirty and in part to the lack of a suirable
methodological framework. While it is represented in a simple
form in Figure 3, various aspects of adaptation are implied,
including adjustments that are endogenous to a system, and thus
cannot be separated from the assessment of impacts, as well as
exogenous adaptation, which is imposed extermally on a system.

2.4 A Seven Step Framework for Assessment
A general framework for conducting a climate impact assessment is
shown in Figure 4. It consists of seven main steps of analysis. The
firse five steps can be regarded as common to mmost assessments.
Sceps 6 and 7 are included in fewer studies. The steps are consecu-
tve {open arrows in Figure 4), bur the framework also allows for
the redefinition and repetition of some steps (thin bold arrows). At
each step, a range of study methods is available. These are
described and evaluated in the following sections. For reasons of
brevity, however, only the essence of each mechod is introduced,
along with references to sources of further information.

Each of the seven general steps includes more detailed proce-
dures, sometimes themselves arranged in a comparable multi-step
framework. For example, Section 8.3 describes seven equivalent

Figure 4. Seven steps of climate impact assessmment
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6 || ASSESS AUTONOMOUS ADJUSTMENTS

7 EVALUATE ADAPTATION STRATEGIES
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steps in evaluadng adapration strategies. Those steps fit directly
nto Scep 7 of the overall assessment framework, bur chey also
parallel all che general assessment steps, because the informacion
required for evaluating adapaation is derived from, and depends

on, many of the other steps, such as sensitivity analysis, impact

assessment and reliance on specific models.
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STEP 1: DEFINITION OF
THE PROBLEM

A necessary first step in undertaking a climate impact assessment
is to define precisely the nature and scope of the problem to be
investigated. This usually involves identifying the goals of the
assessment, the exposure unit of interest, the spatial and tempo~
ral scope of the study, the data needs, and the wider context of
the work.

3.1 Goals of the Assessment

Some general reasons for conducting an assessment were out-
lined in Section 2.1. Once the general objectives are defined,
the specific goals of the study may be addressed, as these will
affect the conduct of the investigation. To illustrate, an assess-
ment of the future hydrological impacts of climatic change in a
river catchment has quite different requirements for data and
expertise if the goal is to estimate the capacity for power genera-
tion, than if it is to predict changes in agricultural income as a
result of changes in the availability of water for irrigation.

3.2 Exposure Unit to be Studied

The exposure unit to be assessed is likely to determine, to a
large degree, the type of researchers who will conduct the
assessment, the methods that can be employed and the data
required. The choice of exposure unit should reflect the goal of
the assessment and the region, group or activity at risk. Studies
can focus on a single sector of activity (e.g., agriculture,
forestry, energy production or water resources), several sectors
in parallel but separately, or several sectors interactively.
Alternatively, the exposure unit may be non-sectoral in charac-
ter (e.g., an ecosystemn, a distinct regional unit such as an island,
or a specific population cohort).

3.3 Study Area

The selection of a study area is likely to be guided by the goals

of the study and by the constraints on available data. Options

include:

® Administrative units (e.g., district, town, province, nation),
for which most economic and social data are available and at
which level most policy decisions are made.

® Geographical units (e.g., river catchment, plain, mountain
range, lake region), which are useful integrating units for
considering multi-sectoral impacts of climate change.

@ Ecological zones (e.g., moorland, savannah, forest, wetland),
which are often selected for considering issues of conserva-
tion or land resource evaluation.

® Climatic zones (e.g., desert, monsoon zone, rain shadow
area), which are sometimes selected because of the unique
features and activities associated with the climatic regime.

® Sensitive regions (e.g., ecotones, tree lines, coastal zones,
ecological niches, marginal communities), where changes in
climate are likely to be felt first and with the greatest effect.

® Representative units, which may be chosen according to any
of the above criteria, but in addition are selected to be rep-
resentative of that regional type and thus amenable to gener-
alization. For instance, a single river catchment may serve as
a useful integrating unit for considering impacts of climate
on water resources, agriculture, forestry, fisheries, recreation,
natural vegetation, soil erosion and hydroelectric power

generation. Information from this type of study may then be
applicable to other similar catchments in a region.

3.4 Time Frame

The selection of a time horizon for study is also governed, in the
main, by the goals of the assessment. For example, in studies of
industrial impacts the planning horizons may be 510 years,
investigations of tree growth may require a 100—year perspective,
while considerations of nuclear waste disposal must accommodate
time spans of well over 1000 years. However, as the time horizon
increases, so the ability to project future trends declines rapidly.
Many climate projections rely on general circulation models, and
are subject to uncertainties over all projection periods. The only
prediction horizon of proven reliability is that provided by
weather forecast models extending for days or, at most, a few
weeks into the future (Lorenz, 1968). In general, few accurate
projections of rates of change in socio-economic factors such as
population, economic development and technological change can
be made for periods beyond 1520 years into the future.

3.5 Data Needs

The availability of data is a limitation in many impact studies.
The collection of new data is an important element of some
studies, but most rely on existing sources (an important source
of bias in some studies). Thus, before embarking on a detailed
assessment, it is important to identify the main features of the
data requirements, namely:

Types of data required.

Time period, spatial coverage and resolution.

Sources and format of the data.

Quantity and quality of the data.

Availability, cost and delivery time of the data.

Licensing and copyright restrictions on data distribution.

There is of course, a close interdependency between the
identification of data needs and the selection of methods of anal-
ysis. In practice the two procedures operate simultaneously, but
they are treated consecutively here for ease of presentation.

3.6 Wider Context of the Work

Although the goals of the research may be quite specific, it is

still important to place the study in context, with respect to:

@ Similar or parallel studies that have been completed or are in
progress.

® The political, economic and social system of the study
region.

® Other social, economic and environmental changes occur-
ring in the study region.

® Issues of scale, where studies conducted at one scale should
recognize and take advantage of related information or stud-
ies at a larger scale.

® Multiple effects of changes in other sectors, in markets or in
population.

® The study’s policy context.

Consideration of these aspects may assist policy makers in evalu-

ating the wider significance of individual studies.
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STEP 2: SELECTION
OF THE METHOD

A variety of analytical methods can be adopted in climate
impact assessment. These range from qualitative descriptive
studies, throngh more diagnostic and semi-quantitative assess—
ments to quantitative and prognostic analyses. Any single impact
assessment may contain elements of one or more of these types,
but whatever methods are selected, these should be clearly sct
out and explained. Transparency in the description of the meth-
ods, modcls and assumptions is essential both to evaluate the
credibility of the different approaches and to compare between
different assessments. Four general methods can be identified:
experimentation, impact projections, empirical analogue studies
and expert judgement.

4.1 Experimentation

In the physical sciences, a standard method of testing hypotheses
or of evaluating processes of cause and effect is through direct
experimentation. In the context of climate impact assessment,
however, experimentation has only a limited application.
Clearly it is not possible physically to simulate large-scale sys-
tems such as the global climate, nor is it feasible to conduct con-
trolled experiments to observe interactions involving climate
and human-related activities. Only where the scale of impact is
manageable, the exposure unit measurable, and the environment
controllable, can experiments be usefully conducted.

Up to now most attention in this area has been on observing
the behaviour of plant species under controlled conditions of
climate and atmospheric composition (e.g., see Strain and Cure,
1985; van de Geijn et al., 1993). In the field such experiments
have mainly comprised gas enrichment studies, employing gas
releases in the open air, or in open or closed chambers including
greenhouses. The former experiments are more realistic, but are
less amenable to control. The chamber experiments allow for
climatic as well as gas control, but the chambers may introduce a
new set of limiting conditions which would not occur in reality.
The greatest level of control is achievable in the laboratory,
where processes can be studied in more detail and can employ
more sophisticated analyses.

The primary gases studied have been carbon dioxide, sulphur
dioxide and ozone, all of which are expected to play an interac-
tive role with climate in future plant growth and productivity.
Both temperature and water relations have also been regulated, to
simulate possible future climatic conditions. To date, there have
been experiments with agricultural plants (both annual and peren-
nial crops), crop pests and diseases (often in conjunction with host
plants), trees (usually saplings, but also some mature species), and
natural vegetation species and communities (where aspects of
competition can be studied). Controlled experiments have also
been reported on freshwater ecosystems (to study effects on water
quality and the food chain) and soils (examining decomposition
rates, nutrient leaching and microbial activity).

There are other sectors in which experimentation may yield
useful information for assessing impacts of climatic change. For
instance, building materials and design are continually being
refined and tested to account for environmental influences and
for energy-saving. Information from these tests may provide
clues as to the performance of such materials, assuming they were
widely employed in the future, under altered climatic conditions.

\n

The information obtained from experiments, while useful in
its own right, is also invaluable for calibrating models which are
to be used in projecting impacts of climatic change (see below).

4.2 Impact Projections

One of the major goals of climate impact assessment, especially
concerning aspects of future climatic change, is the prediction of
future impacts. A growing number of model projections have
become available on how global climate may change in the
future as a result of increases in GHG concentrations {e.g., see
IPCC, 1990a; 1992a). These results, along with scientific and
public concerns about their possible implications, have mobi-
lized policy makers to demand qualitative assessments of the
likely impacts within the time horizons and regional constraints
of their jurisdiction.

"Thus, a main focus of much recent work has been on impact
projections, using an array of mathematical models to extrapolate
into the future. In order to distinguish them from ‘climate mod-
els’, which are used to project future climate, the term ‘impact
model’ has now received wide currency.

At the start of any climate impact assessment, researchers are
comumonly confronted with an important choice with regard to
impact models—either to adopt existing models or to develop
new models. Bearing in mind that most assessments have severe
time and resource constraints, the most sensible strategy for
model selection 3s first, to conduct a rigorous survey of existing
models that are applicable to the issue being investigated. This
exercise is best conducted by experienced modellers, but some
information for non-specialists can also be provided by interna-
tional organizations, who can advise on suitable models or even
supply them directly. Examples of these can be found in the fol-
lowing sections.

The second important step is to examine a model’s data
needs. Without suitable input data, even the most perfect of
models cannot be used. If there are suitable data, the models can
be tested according to the procedures described in Section 5.3.
If input data are not available, or inadequate, then for some
applications it may be necessary or desirable to collect the
appropriate information (cf. Section 5.2).

Finally, if suitable models cannot be identified, then it may
become necessary to develop new models. In some regions with
appropriate data it may be possible, in quite a short time, to
construct simple statistically-based models which are robust
enough to be applicable to climate change problems. This has
often been the practice in many less developed countries, where
access to more sophisticated models is sometimes lirnited, and
the development of such models may be constrained by poor
data quality and lack of modelling expertise. Even in developed
countries, however, in the context of an impact assessment
study, construction of these models from first principles is likely
to be too time and resource intensive and is rarely undertaken.
It is more common for model development to involve refine-
ments of existing models which take account of altered condi-
tions under a changing climate. For example, many crop growth
models developed for yield prediction under present-day condi-
tions, have been modified for climate impact studies to account
for the effects of increasing CO, on carbon uptake and water
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use (assumed constant in conventional applications).

Some of the specific procedures for projecting future
impacts are described in Section 6. Here, the major classes of
predictive models and approaches are described. It is conve-
nient, in categorizing impact models, to follow the hierarchical
structure of interactions that was introduced in Section 2.3.1.
Direct effects of climate are usually assessed using biophysical
models, while indirect or secondary effects are generally assessed
using a range of biophysical, economic and qualitative models.
Finally, attempts have also been made at comprchensive assess—
ments using integrated systcms models.

4.2.1 Biophysical models

Biophysical modcls are used to evaluate the physical interactions
between climate and an exposure unit. Therc are two main
types: empirical-statistical models and process-based models.
The use of these in evaluating futurc impacts is probably best
documented for the agricultural sector (e.g., see WMO, 1985),
the hydrological aspects of water resources (e.g., WMO, 1988)
and ecosystems (e.g., Bonan, 1993), but the principles can read-
ily be extended to other sectors.

Empitical-statistical models are based on the statistical relation-
ships between climate and the exposure unit. They range from
simple indices of suitability or potential (c.g., identifying the
temperature thresholds defining the ice-free period on impor-
tant shipping routes), through univariate regression models used
for prediction (e.g., using air temperature to predict energy
demand) to complex multivariate models, which attempt to
provide a statistical explanation of observed phenomena by
accounting for the most important factors {(e.g., predicting crop
yields on the basis of temperature, rainfall, sowing date and fer-
tilizer application).

Empirical-statistical models are usually developed on the
basis of present-day climatic variations. Thus, one of their major
weaknesses in considering future climate change is their limited
ability to predict effects of climatic events that lie outside the
range of present-day variability. They may also be criticized for
being based on statistical relationships between factors rather
than on an understanding of the important causal mechanismns.
However, where models are founded on a good knowledge of
the determining processes and where there are good grounds for
extrapolation, they can still be useful predictive tools in climate
impact assessment. Empirical-statistical models are often simple
to apply, and less demanding of input data than process-based
models (see below).

Process-based models make use of established physical laws and
theories to express the interactions between climate and an expo-
sure unit. In this sense, they attempt to represent processes that
can be applied universally to similar systems in different circum-
stances. For example, there are well-established methods of mod-
elling leaf photosynthesis which are applicable to a range of
plants and environments. Usually some kind of model calibration
is required to account for features of the local environment that
are not modelled explicitly, and this is generally based on empiri-
cal data. Nevertheless, there are often firmer grounds for con-
ducting predictive studies with these process-based models than
with empirical-statistical models. The major problem with most
process-based models is that they generally have demanding
requirements for input data, both for model testing and for simu-
lating future impacts. This tends to restrict the use of such mod-
els to only a few points in geographical space where the relevant
data are available. In addition, theoretically-based models are sel-

dom able to predict systcm responses successfully without consid-
erable efforts to calibrate them for actual conditions. Thus, for
example, crop yields may be overestimated by process-based
vield models because the models fail to account for all of the im-
itations on crops in the field at farm level.

During the past twenty years, or so, there has been an enor-
mous proliferation of process-based models, which have devel-
oped to describe many different kinds of systern. Many of these
have been applied in climate impact assessment, but the docu-
mentation of these models is often poor or difficult to obtain,
computer code may not be readily available, and the selection of
appropriate models for a particular problem or region can be very
difficult. Recently, efforts have been made to organize model
intercomparison cxercises, (e.g., for computation of evapotranspi-
ration; Smith, 1992), to coordinate the standardization of model
structure (e.g., within the Intcrnational Benchmark Sites
Network for Agrotechnology Transfer, IBSNAT), and to make
generic or alternative models available to users in a single package
(c.g., CROPWAT, a computer program for irrigation planning
and management available from FAO along with a climate data
base of 3261 stations in 144 countries; FAO, 1992a; and the agri-
cultural decision support system for a range of crops supplied by
IBSNAT; IBSNAT, 1989).

New techniques are also being developed to simplify the
results of process-based simulation models using statistical tech-
niques (Buck et al., in press). The idea of this approach is to fit .
statistical response surfaces to numerous outputs derived from
simulation models. Applied with care, this method can provide a
rapid means of exploring the sensitivity of the more detailed sim-
ulation models without having to run the models themselves.

4.2.2 Economic models

Economic models of many kinds can be employed to evaluate
the implications of climate change for local and regional
economies. To simplify their classification, it is useful to distin-
guish between three types of economic model, according to the
approach used to construct them, and three scales of economic
activity that different model types can represent.

4.2.2.1 'T'ypes of economic model

"Three broad classes of economic model can be identified: pro-

gramming, econometric and input-output models.

Programming models have an objective function and con-
straints. The objective function represents the behaviour of the
producer (e.g., profit maximizing or cost minimizing). If the
objective function and constraints are linear, the model is
known as a Linear Programming (LP) model. If the objective
function is quadratic and the constraints linear, the model is a
Quadratic Programming (QP) model. If either the objective
function or the constraints are nonlinear, the resulting model is
a Nonlinear Programming model. However, LP models can
also incorporate nonlinear relations (for example, technical
relations) in a piecewise manner. Programming models can also
be of the partial equilibrium type, i.e., they determine produc-
tion (supply) and demand simultaneously. They are usually cali-
brated to a set of data in a given year. In this sense they are
empirically based. Programming models can be static or
dynamic. An example of the application of LP models to assess-
ing impacts of climate change is the study by Adams et al.
(1989) on U.S. agriculture.

Econometric models consist of supply and/or demand functions
which use as independent variables prices and a number of ‘tech-
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nical’ variables, and usually include time to represent those parts of
the cconomy that undergo steady change. Like programming
models, these models also have their parameters numerically quan-
tified, but econometric models differ substantially in their structure
from programming models. Conventionally, econometric models
do not state any decision rules. However, in the last decade a new
set of econometrically specified models has emerged: the so-called
dual models. These assumec decision rules such as profit maximiz-
ing or cost minimizing of producers and utility maximizing or
expenditure minimizing of the consumer. In these cases, data fit-
ting is usually done by statistical methods (regression analysis) or a
simple calibration procedure is used. The bulk of econometric
modcls are static (including those that embed a time trend), whilst
among the few examples of dynamic models are the so-called
adaptive models.

Input-output (I0) models are developed to study the interde-
pendence of production activities. The outputs of some activi-
ties become the inputs for others, and vice versa (Lovell and
Smith, 1985). These input-output relationships are gencrally
assumed to be constant, which is a weakness of the approach,
since re-organization of production or feedback effects (such as
between demand and prices) may change the relationships
between activities. This is of particular concern when projecting
production activities beyond a few years into the future. More
recently, dynamic versions of IO models have been developed,
but these still lack many of the dynamic aspects of economic
behaviour. Nonetheless, the approach is relatively simple to
apply and the data inputs are not demanding. Moreover, these
models arc already in common usage as planning tools.
Examples of their application in climate impact assessment
include studies of possible impacts of climate change on the
cconomy of Saskatchewan (Williams et al., 1988—see Box 12
on page 37) and on cconomic activity in the states of Missouri,
Iowa, Nebraska and Kansas (the MINK study) in the USA
{Rosenberg, 1993—scce Box 13, on page 38).

4.2.2.2 Scales of model application
Three scales of economic activity are comnonly represented by
economic models: firm-level, sector-level and economy-wide.

Firm-level models depict a single firm or enterprise (i.c., a
decision unit for production). These are often programming
models but are rarely of the econometric type, due to con-
straints on available information about firms. Typical examples
include farm level simulation models, which attempt to mirror
the decision processes facing farmers who must choose between
different methods of production and allocate adequate resources
of cash, machines, buildings and labour to maximize returns
(e.g., Williams ef al.,, 1988). Such models may also require data
on productivity, and it is this which constitutes the entry point
for potential linkages with the outputs from biophysical models.
Model outputs include farm-level estimates, for example, of
income, cash flow and resource costs for obtaining selected pro-
duction plans. These models are sometimes referred to as
microsimulation models.

Sector-level models encompass an entire sector or industry.
They can be programming models or of the econometric type,
to depict praduction. For climate change studies, these models
should be of a partial equilibrium type, to include demand so
that price changes are generated as well. It is quite common for
such models to consider a firm as representative of the average
of the entire sector under study. Such models are then similar to
firm-level models, but require aggregation and assumptions

about average technical relations. Some sector-level models are
also of the IO type, and have supply and demand included.
These models usually have no or very few links to devclopments
in the rest of the economy.

Economy-wide models, sometimes referred to as macrocco-
nomic models (which arc actually a large subsct of this class),
link changes in one sector to changes in the broader cconomy,
dealing with all cconomic activities of a spatial entity like a
country, a rcgion within a country or a group of countries.
Typical cconomy-wide models for climate impact assessment
include all types of general equilibrium (GE) models and 10
models. Most GE models belong to the group of dual econo-
metric models, but there are also programming models among
them. The distinctive feature of GE models is that they deter-
mine endogenously {equilibrium) prices which clear the market
in the same way as partial equilibrium models. However, unlike
partial equilibrium models, GE models encompass all economic
activities of the region. The static form of the GE model is the
computable general equilibrivm (CGE) model. Some of the
studies of climate impacts conducted to date with CGE models
have used as inputs the results of studies of sectoral impacts. For
cxample, the results of an agricultural impacts study by Adams ef
al. (1989), along with results from studies on coasts (related to
sea level rise) and clectricity demand, were used as inputs to a
general equilibrium model of the US economy to assess the
wider implications in all sectors of the economy (Scheraga et al.,
1993). There arc also dynamic GE models, which can treat the
evolution of an economy through time, ensuring at each time
step that the markets are in equilibrium. For example, a (recur-
sively) dynamic GE model of global food trade, the Basic
Linked Systcm, has been used to study the potential effects of
climatic change on global food supply, using information on
potential yicld changes of major crops taken from crop mod-
clling studies conducted at 112 sites in 18 countries
(Rosenzweig and Parry, 1994).

Economic models are the only credible tools for deriving
meaningful estimates of likely effects of climate change on mea-
surable cconomic quantities such as income, GDP, employment
and savings. However, great care is required in interpreting the
results. Specifically, caution must be exercised in using any of
the measures of cconomic activity as indicators of social wel-
farc. Potentially more serious, however, is the failure of most
models (exceptions include the models of Cline (1992) and
Fankhauser (1993)) to account for non-market effects of cli-
mate change. For example, many inputs to production are
directly affected by climate change (e.g., land and water) but
are not contained in most macroeconomic models. Economic
models are also widely used to consider the relative cost-effec-
tiveness of mitigation and adaptation options that are proposed
to ameliorate the adverse impacts of climate change, along with
associated econornic, social and environmental impacts of these
options. Some of these points are further addressed below in
relation to integrated models.

4.2,3 Integrated systems models

The issue of greenhouse gas-induced climate change now
assumes a high profile in ndtional and international policy mak-
ing. In order to inform policy, however, it is necessary to iden-
tify and address all of the different components of the problem.
This has been the motive force behind recent efforts to integrate
the causes, impacts, feedbacks and policy implications of the
‘sreenhouse problem’ within a2 modelling framework. Two
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BOX 1
AN APPLICATION OF IMAGE 2.0
A GLOBALLY INTEGRATED SYSTEMS MODEL

Background: IMAGE 2.0 15 a global model designed to pro-
vide a science-based overview of climate change issues to
supporc the national and international cvaluation of policies
(Alcaino, 1994).

Model: IMAGE 2.0 consists of three fully inked components:
energy-industry, terrestrial environment and aomosphere-
ocean (see figure}. Dynamic calculations are performed for a
one hundred year time horizon and the model 1s embedded in
a geographical information system.

increased water use efficiency, temperature responses of plant
photosynthesis and respiration, temperature and soil water
responses of decomposition processes and climate-induced
changes in vegetation and agricultural pattems and consequent
changes in land cover. A unique feature of the model 1s its abil-
ity to relate changes in land cover to the demand for agricuteural
land. This component is driven by regional populaton and eco-
nomic activity. The agricultural demands are combined with
regional potential crop producavity and distmbution to deter-
mine the amount of agricultural land required. If this exceeds
the current amount, simple rules are applied to deterrmune the
expansion of agncultural land into areas cumrentdy under other
land cover types (e.g., using the nearest areas with the highest
potential productvity first).
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The energy-industry set of models are used to compute the
emissions of greenhouse gases in each region as a function of
energy consumption and industrial production. The terrestrial
environment component simulates land use and land cover
dynamically through nme over 2 0.5° x 0.53° latitude longitude
grid, employing these changes to determine greenhouse gas
emuissions from the terrestrial biosphere to the aunosphere. The
atmosphere-ocean set of models computes the build-up of
greenhouse gases in the atmosphere and the resulting change in
climate. Emissions from the energy-industry and terrestrial
environment components are combined and used to determine
the uptake of carbon by the oceans and the atmospheric gas and
aerosol composition. The climatic response to atmospheric
forcing is determined with an atmospheric energy balance
model, which is used in conjunction with information from
GCMs to provide regional climate change scenarios.

Application: determining feedback processes in the
response of the terrestrial carbon cycle to climate change.

Methods: the terrestrial environment component of
IMAGE 2.0 was used to compute the carbon fluxes between
the terrestrial biosphere and the aunosphere. The model can
simulate the effects of feedback processes occurring under
increased atmospheric CO, concenuations and a changing cli-
mace: the enhancement of plant growth (CO, ferrilization) and

Scenarios: the projection horizon is 1970 to 2050. The
IPCC ‘Best Estimate scenario’ (1S92a) is used to define the
socio-cconotnic projections: a world population increase of
93 per cent and GNP increase of 134 per cent by 2050. The
climatic scenario is based on the Geophysical Fluid Dynamics
Laboratory (GFDL) 2 x CO, equilibrium experiment
{Manabe and Wetherald, 1987), assumed to be concurrent
with an equivalent-CO, concentration of 686 ppm by 2050
{570 ppm for CO, alone) relative to 1970.

Ipacts: changes in climate and in water use efficiency
induce shifts in vegetation patterns refative to 1970. CO, fer-
tilization decreases net carbon emissions to the atmosphere
while changed decomposition rates increase emissions,
though regionally there are large differences. Changes in the
global balance benween photosynthesis and respiration make
litcle nec difference. Neglecting land use changes, the terres-
rial biosphere acts as a net carbon sink (negative feedback)
relative to the current situation. However, with increasing
population, the demand for new agricultural land is large, and
land cover changes with associated carbon emissions are likely
completely to counteract the negative feedbacks described
above.

Source: Vioedbeld and Leemans (1993)
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main approaches to integration can be identified: the aggregate
cost-benefit approach and the regionalized process-based
approach.

The aggregate cost-benefit approach seeks to estimate the likely
monetary costs and benefits of GHG-induced climate change in
order to evaluate the possible policy options for mitigating or
adapting to climate change. This is 2 macroeconomic modelling
approach (see above), and has been applied to certain aspects of the
greenhouse problem for many years. In particular, the methods
have been used to compute the development paths for emissions
of carbon dioxide and other greenhouse gases in the atmosphere
(the driving force for climate change).

The approach commonly combines a set of economic mod-
els with a climate model and a damage assessment model. The
economic models provide global projections (sometimes disag-
gregated into major regional groupings of countries) of likely
future paths of supply and demand in commodities that can
affect greenhouse gas emissions, on the basis of future world
population and economic development. The models use price
to determine the relative competitiveness of different technolo-
gies of energy production, while accounting for the long-term
depletion of fossil fuels, allowing for the development of more
cfficient technologies and accommodating likely policies of
emissions abatement. The time horizon considered can range
from a few decades to several centuries.

Climate models refer to a suite of functions that are needed:
first, to convert GHG emissions into atmospheric concentra-
tions; second, to estimate radiative forcing of the climate; and
third, to compute the climate sensitivity of the forcing (global
mean temperature response to radiative forcing equivalent to a
doubling of CO,). They usually comprise simplified representa-
tions of the gas cycles, empirical methods of determining radia-
tive forcing, and highly simplified equations for computing tem-
perature response.

Damage assessment models are functions that provide an
estimate of the likely impacts (costs) of climate change, usually as
a percentage of GNP. They commonly provide a global esti-
mate of ‘damage’ as a function of global mean temperature
change. To date, such functions have been selected subjectively,
on the basis of expert opinion or using the few quantitative esti-
mates that are available of the possible sectoral impacts of cli-
mate change at the global scale. Great caution must be exer-
cised, however, since simulation outcomes with these models
can be very sensitive to assamptions, such as those concerning
future discount rates and the estimated damage response. A fur-
ther major difficulty is the assignment of value to intangible
non-market ‘goods’ such as human well-being, a pollution-free
environment, and biological diversity.

Recent examples of models exhibiting this type of three-
component framework include DICE (Nordhaus, 1992); CETA
(Peck and Teisberg, 1992); and MERGE (Manne ef al., 1993).

The regionalized process-based approach attempts to model the
sequence of cause and effect processes originating from scenarios
of future GHG emissions, through atmospheric GHG concen-
trations, radiative forcing, global temperature change, regional
climate change, possible regional impacts of climate change and
the feedbacks from impacts to each of the other components.
Regional impacts can be aggregated, where appropriate, to give
global impacts which can then be used in evaluating the likely
effectiveness of global or regional policies. The approach is
derived from the applied natural sciences, especially ecology,
agriculture, forestry and hydrology, where climate impact assess-
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ment has evolved from site or local impact studies towards large
area assessments, using process-based mathematical models in
combination with geographical information system (GIS) tech-
nology. Examples include two related models: ESCAPE
(European focus) and MAGICC (global) (Rotmans ez al., 1994,
Hulme et al., 1995a), and two versions of a global model:
IMAGE 1.0 (Rotmans, 1990} and IMAGE 2.0 (Alcamo, 1994).
Box 1 illustrates an application of IMAGE 2.0, probably the
most advanced model of this kind yet to have been developed.

In contrast to the aggregate cost-benefit approach, the esti-
mates of biophysical impacts in these models are quantitative
and regionally explicit. In addition, the treatment of gas cycling
and climate change are usually more sophisticated than in the
former approach. The economic impacts of climate change are
not yet incorporated, however, and future versions .of these
models will strengthen their regional economic and global trade
components, thus offering a quantitative assessment of the ‘dam-
age’ quantities described above. Some of these developments are
discussed further in relation to IMAGE 2.0 (Alcamo, 1994),
AIM (Asian-Pacific Integrated Model; Morita et al., 1993) and
GCAM (a model being developed for the United States and
other industrialized countries; Edmonds et al., 1993).

The two types of approach ouilined above originate from
quite different disciplinary perspectives and were developed for
contrasting reasons. However, it is becoming increasingly evi-
dent that major refinements of one approach will require signifi-
cant contributions from the other. Indced, it appears that the
two approaches are rapidly converging towards a common,
interdisciplinary method that will become a standard tool in pol-
icy analysis. Nevertheless, there are numerous problems associ-
ated with integrated systemn models, including their complexity,
lack of transparency and demanding data requirements for cali-
bration and testing. Further, modellers should take care to bal-
ance the sensitivity and uncertainties of model components, so
that the results do not merely reflect noise in the most sensitive
components of a model. Moreover, a major concern remains
about the ability of these models to represent the uncertainties
propagating through each level of the modelled system. This is
discussed further in Section 7.6.

4.3 Empirical Analogue Studies

Observations of the interactions of climate and society in a region
can be of value in anticipating future impacts. The most common
method employed involves the transfer of information from a dif-
ferent time or place to an area of interest to serve as an analogy.
Four types of analogy can be identified: historical event gnalogies;
historical trend analogies; regional analogies of present climate;
and regional analogies of future climate. Analogues can also be
used as climate scenarios (see Section 6.5.2)

4.3.1 Histovical event analogies

Historical event analogies use information from the past as an
analogue of possible future conditions. Data collection may be
guided by anomalous climatic events in the past record (e.g.,
drought or hot spells) or by the impacts themselves (e.g., periods
of severe soil erosion by wind). The assessment follows a ‘longi-
tudinal’ method (Riebsame, 1988), whereby indicators are com-
pared before, during and after the event. Examples of this
approach are found in Glantz (1988). However, the success of
this method depends on the analyst’s ability to separate climatic
and non-climatic explanations for given effects.
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4.3.2 Histovical trend analogies

There are several examples of historical trends that may be unre-
lated to greenhouse gases but which offer an analogy of GHG-
induced climate change. Long-term temperature increases due to
urbanization are onc potential source for a warming analogue (as
yet seldom considered by impact analysts). Another examiple is
past land subsidence, the impacts of which have been used as an
analogue of future sea level rise associated with global warming.

4.3.3 Regional analogies of present climate

These refer to regions having a similar present-day climate to the
study region, where the impacts of climate on society are also
judged likely to be similar. To justify these premises, the regions
generally have to exhibit similarities in other environmental fac-
tors (e.g., soils and topography), in their level of development
and in their respective economic systems. If these conditions are
fulfilled, then it may be possible to conduct assessments that fol-
low the ‘case-control’ method (Riebsame, 1988). Here, a target
case is compared with a control case, the target area experiencing
abnormal weather but the other normal conditions.

4.3.4 Regional analogies of futuve climate

Regional analogies of future climate work on the same principle
as analogics for present-day climate, except that here the analyst
attempts to identify regions having a climate today which is sim-
ilar to that projected for the study region in the future. In this
case, the analogue region cannot be expected to exhibit com-
plete similarity to the present study region, because many fea-
tures may themselves change as a result of climatic change (e.g.,
soils, land use, vegetation). Thesc characteristics would provide
indicators of how the landscape and human activities might
change in the study region in the future. Of course, for a full
assessment of this, it would be nccessary to consider the ability
of a system or population to adapt to change. This principle has
proved valuable in extending the range of applicability of some
impact models. For example, a model of grass growth in Iceland
has been tested for species currently found in northern Britain,
which is an analogue region for Iceland under a climate some
4°C warmer than present (Bergthorsson et al., 1988).

Other aspects of the analogue region, however, would need
to be assumed to be similar to the study region (e.g., daylength,
topography, level of development and economic system).
Where these conditions cannot be met (e.g., daylength for grass
growth in Iceland differs from that in northern Britain), the
implications need to be considered on a case by case basis. For a
hydrological example, and discussion of the considerable prob-
lems involved with regional analogues, see Arnell et al. (1990).
One method of circumventing these problems is to consider
altitudinal differences in the same region.

4.4 Expert Judgement

A useful method of obtaining a rapid assessment of the state of
knowledge concerning the effects of climate on given exposure
units is to solicit the judgement and opinions of experts in the
field. Of course, expert judgement plays an important role in each
of the other analytical methods described above. On its own,
however, the method is widely adopted by government depart-
ments for producing position papers on issues requiring policy
responses. In circumstances where there may be insufficient time
to undertake a full research study, literature is reviewed, compara-
ble studies identified, and experience and judgement are used in
applying all available information to the current problem.
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The use of expert judgement can also be formalized into a
quantitative assessment method, by classifying and then aggregat-
ing the responscs of different experts to a range of questions
requiring cvaluation. This method was employed in the National
Detfense University’s study of Climate Change to the Year 2000,
which solicited probability judgements from experts about cli-
matic change and its possible impacts (NDU, 1978, 1980).

The pitfalls of this type of analysis are examined in detail in
the context of the NDU study by Stewart and Glantz (1985).
They include problems of questionnaire design and delivery,
selection of representative samples of experts, and the analysis of
experis’ respomuses.

More recently, decision support systems that combine
dynamic simulation with expert judgement have emerged as
promising tools for policy analysis. Here, subjective probability
analysis is requircd where simulation empirical models are lack-
ing. Participatory assessment is another approach which is being
tested in the McKenzie Basin study in Canada (cf. Section 2.3.3)
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STEP 3: TESTING
THE METHOD

Following the selection of the assessment methods, it is impor-
tant that these are thoroughly tested in preparation for the main
evaluation tasks. There are many examples of studies where
inadequate preparation has resulted in long delays in obtaining
results. Moreover, this step provides an opportunity to refine
goals and evaluate constraints that may have been overlooked
(for example, in selecting ‘off the shelf models). Three types of
analysis may be useful in evaluating the methods: feasibility stud-
ies, data acquisition and compilation, and model testing,

5.1 Feasibility Studies

One way of testing some or all of the methods, is to conduct a
feasibility or pilot study. This usually focuses on a subset of the
study region or scctor to be assessed. Case studies such as these
can provide information on the effectiveness of alternative
approaches, of models, of data acquisition and monitoring, and
of research collaboration.

Feasibility studies are most commonly adopted as a prelimi-
nary stage of large multidisciplinary and multiscctoral rescarch
projects. Here, effective planning and scheduling of rescarch
relies on the assurance that different research tasks can be under-
taken promptly and efficiendy. Several approaches can be sug-
gested for conducting feasibility studies:

Evaluation of available information.
Qualitative screening analysis.
Preliminary scenarios.
Geographical zoning.

Microcosm studies.

Response surfaces.

Analogue studies.

5.1.1 Evaluation of available information

The importance of identifying the main data requirements in an
impact assessment has already been siressed in Section 3.5. In
addition, a review of the published literature should always be
undertaken, to provide a background understanding of the study
region, system or activity being investigated, to examine parallel
or related studies that have been completed, to obtain new ideas

on methods, to locate new sources of data, and to identify possi-
blc research collaborators.

5.1.2 Qualitative screening analysis

Assuming that the general sector or sectors of interest have already
been identified, a useful first step in defining the specific exposure
units to be studied is to conduct a climatic vulnerability analysis
(e.g., Downing, 1992; Scott, 1993). This is a qualitative screening
procedure which classifics climate vulnerability in a matrix format.
Different exposure units within the scctor(s) are entered on one
axis, classified, for instance, by type or by scale. On the other axis
some cffects of climate are categorized, for example, by type of
chimatic event, by possible future climate changes, or by a combi-
nation of these. Qualitative ratings arc then assigned to each cell
in the matrix, indicating both the likely size of the cffect and its
probability of occurrence. These estimates can be made using
whatever information there is available, ie., from previous stud-
ies, expert opinion, literature review or simple quantitative assess—
ments (see below). An example is presented of a vulnerability rat-
ing for human settlements in Table 1.

In this way, an impression can be gained of the relative vul-
nerability of different cxposure units to variations in climate at
different scales. This may then assist in selecting appropriate
exposure units for closcr examination, the geographical scale of
analysis, the time frame of the study and hence the projection
horizon for different scenarios and the types of assessment tools
that arc appropriate for conducting assessments (including mod-
els, survey methods, visualization tools and decision support sys-
tems). However, caution should be exercised in interpreting too
much from a preliminary assessment of this kind, and this type
of procedure should not be regarded as a substitute for an in-
depth assessment.

5.1.3 Preliminary scenarios

The qualitative screening procedure is a useful device for identi-
fying the important climatic variables, the region of interest and
the projection horizon that are needed in constructing climatic,
environmental and socio-economic scenarios. While the devel-

Table 1. Hypothetical example of a qualitative screening analysis to assess the vulnerability of human settlements to climatic

variations (after Scott, 1993)

CLIMATE VULNERABILITY RATING (Examples)

Drought effects Drought effects Flooding effects Rural-urban
Settlement on agriculture on water supply on buildings migration
Villages [,V 2,U 4, L 2, L
< 500 people
Market towns, 2,U 2,U 4L 2,U
500-1000
people
City A 4,U 33U 2,L I L

Ratings: | = Large or very important; 5 = Trivial; L = Likely; U = Unlikely
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opment of detailed scenarios can be a time-consuming exercise,
preliminary large scale projections can usually be made from
information in the literature. For example, it may be possible to
derive central, upper and lower estimate projections of trends in
measures such as population, GNP, income, employment,
energy demand, food demand, GHG concentrations, tempera-
ture and precipitation (e.g., see Box 3, on page 19). Simple sce~
narios of this kind could be very useful in conducting simple
assessments of the type described below.

5.1.4 Geographical zoning

In many impact assesstnents, the geographical scope of the study
is already pre-determined (e.g., focusing on an administrative
region or a physiographic feature such as a river catchment).
Even so, selection of an appropriate study region can pose some
problems. First, the region should be relevant to the exposure
unit. Second, it should provide adequate data, expertise and
conditions for carrying out the assessment. Third, within its
bounds, the exposure unit should exhibit measurable sensitivity
to climatic variations. Fourth, it should provide representative
results that can, if necessary, be extrapolated to a larger region.

One method of targeting appropriate areas for study is to use
simple, large area geographical zonation. This has been widely
used in assessing agricultural impacts, but is potentially applicable
in other sectors. It involves the calculation of simple bioclimatic
indices, which combine information on climate, soils and
topography into measures of suitability for crops, trees or natural
vegetation.-Some of the more sophisticated measures can indi-
cate plant biomass or even crop yield potential. Examples
include Kdppen’s climatic classification (Képpen, 1931),
Holdridge Life Zones (Holdridge, 1947), or the FAO Agro-
Ecological Zones (FAO, 1978)

Where these have been mapped for both present-day cli-
mate and possible future climate changes, it is possible to iden-
tify those zones or regions where there is likely to be a high sen~
sitivity of a particular exposure unit to climate change. For
example, it could indicate zones where new species could be
cultivated or regions where species may be threatened. These
areas can then be targeted for more detailed analysis (e.g., using
simulation models, village surveys or field experiments).
Alternatively, zoning may simply serve as a classification method
for selecting representative sites for further study.

5.1.5 Microcosm case studies

In studies where there is likely to be a heavy reliance on a specific
type of analysis (e.g., model-based, experimental, survey-based) or
where data requirements are uncertain, it can be instructive to
conduct a small scale pilot study under conditions representative
of those anticipated in the main study. These ‘microcosm’ case
studies allow different analysis tools to be selected, tested and eval-
vated. In addition, they can assist in identifying the personnel
required to carry out research. They also offer researchers some
experience in addressing problems they are likely to encounter in
the main project. For instance, in a project on regional tourism, a
representative tourist resort might be chosen as a pilot case study,
or for a study of coping strategies for drought in an agriculturally-
based, rural snbsistence economy, a representative village might
be selected for a pilot survey and analysis.

5.1.6 Response sutfaces
A growing number of detailed climate impact studies are being
reported for different sectors and from many regions of the
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world. While these frequenty make use of sophisticated analyti-
cal methods or models, their results can often be summarized
more simaply, using generalized response surfaces. For example,
hydrological models may have been applied to different points
in a river catchment and run for different climate change scenar-
ios. The hydrological responses can be complex, but it may still
be possible to separate out the most important responses to chi-
mate as simple empirical relationships (for example relating river
discharge to monthly precipitation).

Where simple relationships of this kind can be identified
from previous studies, there may then be an opportunity to
apply them to similar regions in the new study, to provide a
preliminary assessment of possible responses to climate change.
The use of response surfaces in studying system sensitivities to
climate change is discussed further in Box 5 on page 22.

5.1.7 Analogue studies

Another method of obtaining a rapid evaluation of the likely cli-
mate sensitivity of an exposure unit is to identify analogues of
possible future conditions. These have already been discussed in
the context of a full impact assessment (Section 4.3)—here they
are used as a screening device. These might be regional ana-
logues, where the present-day climate and its effects on an expo-
sure unit are thought to be comparable to possible future condi-
tions in the study region. This is an attractive device for illustrat-
ing the possible extent of future climate change, as well as offer-
ing useful information on the conditions experienced under the
analogue climate. Alternatively, they could be temporal ana-
logues, which identify climatic events and their impacts in the
past as analogues of events which could occur again in the future,
possibly with an altered frequency under a changed climate.

5.2 Data Acquisition and Compilation

An essential element in all climate impact assessment studies is
the acquisition and compilation of data. Quantitative data are
reguired both to describe the temporal and spatial patterns of
climatic events and their impacts and to develop, calibrate and
test predictive models. Four main types of data collection can be
identified: empirical compilation, objective survey, targeted
measurement and monitoring,

Empirical compilation of evidence (both quantitative and
qualitative) from disparate sources is the mainstay of most his-
torical analysis of past climate-society interactions. The data are
pieced together to produce a chronology of events, which can
then be used to test hypotheses about the effects of past climate
(e.g., see Parry, 1978), or simply as a qualitative description of
past events (e.g., see Lamb, 1977; Pfister, 1984; Grove, 1988;
Mikami 1992).

Objective survey utilizes established procedures to collect data
from contemporary sources (the information itself may relate to
the present or the past). Such survey material may represent
either a subset of a population (e.g., a sample of plant species at
randomly selected locations within given ecological zones, to be
related to climate at the same localities) or the complete popula-
tion {e.g., a regional register of all reported illnesses during a
given period that can be related to extreme weather conditions).
The tools employed in data acquisition include use of govern-
ment statistical sources, different methods of questionnaire sur-
vey and biological survey techniques. The types of studies
reliant on this kind of information include most social impact
assessments (Farhar-Pilgrim, 1985), studies of perception
(Whyte, 1985), and studies of biophysical impacts where quanti-
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tative data are lacking (e.g., of village-level drought effects on
agriculture; Akong’a et al., 1988; Gadgil et al., 1988).

Targeted measusement refers to the gathering of unique data
from experiments where data and knowledge about vital pro-
cesses or interactions are lacking. This type of measurement is
especially important in considering the combined effects of
future changes in climate and other environmental factors, com-
binations which have never before been observed. In many cases
these data offer the only opportunity for testing predictive mod-
els (for example, observations of the effects of enhanced atmo-
spheric CO, on plant growth).

Monitoring is a valuable source of information for climate
impact asscssment. Consistent and continuous collection of
important data at selected locations is the only reliable mecthod
of detecting trends in climate itself, or in its cffects. In most
cases, impact studies make use of long-term data from other
sources (e.g., observed climatological data, remotely-sensed
data). However, in some projects monitoring may form the cen-
tral theme of research. In these, it is important to consider
aspects such as site selection, multiple-uses of single sites, design
of measurements and their analysis. It should be noted that there
are numerous national and international monitoring pro-
grammes, including one initiated by the IPCC (WG II). It is
important that results from such programmes be made available
to impact researchers for assessment studies.

Impact assessments are often hampered by the failure to
assemnble appropriate data for a given task. This can be due to
many causes, including a failure to locate where data arc held,
burcaucratic delays in the release of data, particularly across
national boundaries, and the high cost of obtaining some types
of information. This problem is particularly relevant in devel-
oping countries.

Where existing data are concemed, government offices often
hold valuable data for impact assessment, although the custodians
of such data may not be aware of its special relevance. In many
cases, data held by the central statistical office of a country is often
limited in its subject matter and regional coverage, and researchers
may need to access data archived in departmental or regional
offices. In some cases, national or regional data may be more eas-
ily accessible from international organizations, The UNEP GEMS
‘Harmonization of Environmental Monitoring’ disk is a useful
guide to data banks held by various organizations. Some impor-
tant international sources of data are listed in Appendix 4. Other
potentially valuable sources of longitndinal data are in private
organizations such as ornithological or botanical societies.

The quality of data should always be checked, both in terms
of its level of accuracy and its consistency over time. Measuring
equipment may deteriorate or be replaced and observation pro-
cedures or sites often change over time, requiring corrections to
maintain consistency.

5.3 Model Testing
The testing of predictive models is, arguably, the most critical
stage of an impact assessment. Most studies rely almost exclu-
sively on the use of models to estimate future impacts. Thus, it
is crucial for the credibility of the research that model perfor-
mance is tested as rigorously as possible. Standard procedures
should be used to evaluate models, but these may need to be
modified to accommodate climate change. Two main proce-
dures are recommended—validation and sensitivity analysis—
and these should always precede more formal impact assessment.
Validation involves the comparison of model predictions
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with real world observations to test model performance. The
validation procedures adopted depend to some extent on the
type of model being tested. For example, the validity of a simple
regression model of the relationship between temperature and
grass yield should necessarily be tested on data from additional
yecars not used in the regression. Here, the success of the model
is judged by its outputs, namely the ability to predict grass yield.
Conversely, a process-based model might estimate grass yield
based on basic growth processes, which are affected by climate,
including temperaturc. Here, the different internal components
of the model (such as plant development and watcr use) as well
as final yield each nced to be compared with mcasurements.

One problem often encountered in applying process-based
models in less developed countries (LDCs) is that the models,
while extensively validated in the data-rich developed world, are
found to be ill-suited or poorly calibrated for use under the dif-
ferent conditions often experienced in LDCs. A lack or paucity
of data for validation may mean that a data-demanding model
cannot be used under these circumstances and that 2 model less
dependent on detailed data may be more appropriate.

Climate change iniroduces some additional problems for
validation, since there may be little local data that can be used to
test the behaviour of a2 modelled system in conditions resem-
bling those in the future. Process-based models ought, in theory,
to be widely applicable (see Section 4.2.1), and anyway should
be tested in a range of environments. There are fewer grounds,
however, for extrapolating the relationships in empirical-statisti-
cal models or in most economic models outside the range of
condition for which they were devcloped. The use of regional
analogies of future climate is one possible method of addressing
certain aspects of this problem (see Scction 4.3.4).

Sensitivity analysis evaluates the effects on model performance
of altering the model’s structure, parameter values, or values of its
input variables. Extending these principles to climatic change
requires that the climatic input variables to a model be altered sys-
tematically to represent the range of climatic conditions likely to
occur in a region. In this way, information can be obtained on:
® The sensitivity of the outputs to changes in the inputs. This
can be instructive, for example, in assessing the confidence
limits surrounding model estimates arising from uncertainties
in the parameter values (e.g., see Buck et al., forthcoming).
Model robustness, (i.e., the ability of the model to bchave
realistically under different input specifications, and the cir-
cumstances under which it may behave unrealistically).

The full range of potential model application (including its
transferability from one climatic region to another, and the
range of climatic inpucs that can be accommodated).
Sensitivity analysis, which is a2 model testing procedure,
should be distinguished from the use of synthetic scenarios (cf.
Section 6.5.1), which explicitly seeks to explore system
behaviour under given variations in climate. For a useful intro-
duction to sensitivity analysis in ecological modelling see
Swartzman and Kaluzny, 1987.

It is worth noting here that while predictive models offer
the most promising means of obtaining estimates of possible
future impacts of climate change, in some sectors these are not
yet sufficiently developed to be used for this purpose. Where
the systems are complex and/or poorly understood (e.g., marine
ecosystems), considerable efforts are still required to obtain an
understanding even of variations in the present-day system.
Only after such basic research is completed can meaningful pro-
jections be made in the future.
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STEP 4: SELECTING
THE SCENARIOS

Impacts are estimated as the differences between two states: the
environmental and socio-economic conditions expected to exist
over the period of analysis in the absence of climate change and
those expccted to exist with climate change. Each of these states
is described by a scenario, which can be defined as ‘a coherent,
internally consistent and plausible description of a possible future
state of the world’,

In this section, aspects of the selection and construction of
scenarios for use in climate impact assessment are outlined. At the
outset, it is important to recognize that the environment, society,
and cconomy are not static. Environmental, societal, and cco-
nomic changes will continue, even in the absence of climate
change. In order to estimate the environmental and socio-cco-
nomic effects of climate change, it is necessary to separatc them
from unrelated, independent environmental and socio-econotmic
changes occurring in the study area. Thus, there is a need first to
devclop baselines that describe current climatological, environ-
mental, and socio-economic conditions. It is then possible to pro-
ject environmental and socio-economic conditions over the study
period in the absence of climate change. Projections should take
into account, as far as is possible, antonomous adjustments (cf.
Section 8.2) which are likely to occur in response to changes in
these conditions (Frederick et al., 1994). The resulting baseline
conditions are then compared, after impact projections, with
cnvironmental and socio-economic conditions under climate
change. Thus development of baselines representing current and
projected conditions in the absence of climate change is a key and
fundamental step in assessment.

An interesting alternative to scenario projections is the ‘nor-
mative’ reference scenario. This describes a desired future, and
can be related to issues such as development targets and self-suf-
ficiency goals. Such scenarios also portray a target condition to
strive for under a changing climate.

It is worth noting here that there are assessments which may
not explicitly require a scenario component, it being sufficient
that system sensitivities arc explored without making any
assumptions about future climate. Examples of such assessments
might include model-based studies where extrapolation of
model relationships to future climatic conditions cannot be justi-
fied, and where only an indication of the likely direction of sys-
tem response to climate change is required. In addition, reliance
on climatic scenarios may actually be misleading or inappropm-
ate if, for example, the projected climate changes are non-criti-
cal for the system being studied.

6.1 Establishing the Present Situation

In order to provide reference points for the preseni-day with
which to compare future projections, three types of ‘baseline’
conditions need to be specified: the climatological, environmen-
tal and socio-econormic baselines.

6.1.1 Climatological baseline

The climatological baseline is usually selected according to the

following criteria:

® Representativeness of the present-day or recent average cli-
mate in the study region.

® Of a sufficient duration to encompass 2 range of climatic
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variations, including a number of significant weather anoma-
lics (e.g., severe droughis or cool seasons). Such events are
of particular use as inputs to impact models, providing a
means to evaluate the impacts of the extreme range of cli-
matic variability experienced at the present-day.

Covering a period for which data on all major climatological
variables are abundant, adequately distributed and readily
available. J

Including data of sufficient quality for use in evaluating
impacts.

Consistent or readily comparable with baseline climatologies
used in other impact assessments.

A popular climatological baseline is a 30-year ‘normal’
period as defined by the World Meteorological Organization
(WMO). The current standard WMO normal period is 1961-
1990. While it would be desirable to provide some consistency
between impact studies by recommending this as an appropriate
baseline period to select in future assessments, there are also dif-
ficulties in doing so. A number of points illustrate this. First,
this period coincides conveniently with the start of the projec-

‘tion period commonly employed in estimating future global

climate (for example, the IPCC projections begin at 1990;
IPCC, 1990a). On the other hand, most general circulation
models providing regional estimates of climate are initialized
using observational data sets taken from earlier periods. Second,
the availability of observed climatological data, particularly
computer-coded daily data, varies considerably from country to
country, thus influencing the practical sclection of a baseline
period. Third, it is often desirable to compare future impacts
with the current rather than some past condition. However,
while it can justifiably be assumed in some studies that present-
day human or natural systems subject to possible future climate
change are reasonably well adapted to the current climate, in
other assessments this is not a valid assumption (e.g., many eco-
logical systems have a lag in response of many decades or more
relative to climate). Finally, there is the problem that more
recent averaging periods (particularly those that include the
1980s), may already exhibit a significant global warming ‘sig-
nal’, although this signal is likely to vary considerably between
regions, being absent from some.

Climatological data from the baseline period are used as
inputs for impact models. Some models produce estimates for
years or decades (e.g., crop growth models). These can generally
utilize the original climatological station data for years within
the baseline period. Other models run over long time periods of
multiple decades or centuries (e.g., soil erosion models). One
option here is to select a long baseline period, but lack of data
usually precludes this. An alternative is to use the baseline data
on a repeating basis. For example, year 1 in a thirty year baseline
could be used as years 1, 31, 61 and 91 of a one hundred year
simulation. One problem with this method is that chance trends
or cycles in the baseline climate are then repeated in a manner
that may be unrealistic over the long term.

To overcome some of the problems of data sparsity and of
long-term cycles, some modelling studies now employ weather
generators. These simulate daily weather at 2 site randomly, based
on the statistical features of the observed climate. Once developed,
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they can produce time scrics of climatological data having the
same statistical description as the baseline climate, but extending
for as long a period as is required (see Hutchinson, 1987).
However, many weather generators are unable to represent
extreme events such as drought realistically, which can be a critical
drawback in assessing impacts.

6.1.2 Environmental baseline

The environmental baseline refers to the present statc of
non-climatic environmental factors that affect the exposure
unit. It can be defined in terms of fixed or variable quantities. A
fixed baseline is often used to describe the average state of an
environmental attribute at a particular point in time. Examples
include: mean atmospheric concentration of carbon dioxide in a
given year, physiographic features, mean soil pH at a site, or
location of natural wetlands. A notable case is the mean sea
level, which is expected to change as a result of future climate
change. Furthermore, a fixed baseline is especially useful for
specifying the ‘control’ in ficld experiments (e.g., of CO,, effects
on plant growth).

A representation of variability in the baseline may be
required for considering the spatial and temporal fluctuations of
environmental factors and their interactions with climate. For
cxample, in studies of the effects of ozone and climate on plant
growth, it is important to have information both on the mean
and on peak concentrations of ozone under present conditions.

6.1.3 Socio-econtomic baseline

The socio-economic baseline describes the present state of all the
non-environmental factors that influence the exposure unit. The
factors may bc geographical (e.g., land use, communications),
technological (e.g., pollution control, crop cultivation, water
regulation), managerial (e.g., forest rotation, fertilizer use), leg-
islative (e.g., water use quotas, air quality standards), economic
(e.g., commodity prices, labour costs), social (e.g., population,
diet), or political (e.g., land set-aside, land tenure). All of these
are liable to change in the future, so it is important that baseline
conditions of the most relevant factors are noted, even if they are
not required directly in impact experiments,

6.2 Time Frame of Projections

A critical consideration for conducting impact experiments is
the time horizon over which estimates are to be made. Three
elements influence the time hotizon selected: the limits of pre-
dictability, the compatibility of projections and whether the
assessment is continuous or considers discrete points in time.

6.2.1 Limits of predictability
The time horizon selected depends primarily on the goals of the
assessment. However, there are obvious limits on the ability to
project into the future. Since they are a key element of climate
impact studies, climatic projections define one possible outer
limit on impact projections. Due to the large uncertainties asso-
ciated with such long-term projections and to constraints on
computational resources, most GCM simulations have been
conducted for periods of up to about 100 years into the future,
although a few have also been made over longer time periods of
several centuries. For this reason, the outer horizon commonly
adopted in impact studies has been 2100.

Within the context of the Framework Convention on
Climate Change, there is a requirement to specify ‘dangerous’
levels of GHG concentrations. Such levels, and the climate
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changes associated with them, may not be rcached until after
2100, so there may be a need for impact assessments over peri-
ods extending beyond the conventional time horizon of 2100.

Of course, long time scale projection periods may be wholly
unrealistic for considering some impacts (e.g., in many economic
assessments where projections may not be reliable for more than
a few years ahead). On the other hand, if the projection period is
too short, then the cstimated changes in climate and their
impacts may not be easily detectable, making it difficult to evalu-
ate policy responses. Caution must be exercised, therefore, in
ensuring that the projection period is both relevant for policy but
also valid within the limitations of the approach.

6.2.2 Compatibility of projections

It is important to ensure that future climate, environment and
socio-economic projections are mutually consistent over space
and time. Many of these are in any case intimately related. For
instance, changes in greenhouse gas concentrations are related to
economic activity and resource use, which are themsclves a
function of increasing human population. A common arca of
confusion concerns the relative timing of CO, increase and cli-
mate change. Thus, it should be noted that an equivalent 2 x
CO, atmosphere, in which the combined effect of CO, and
other greenhouse gases such as CH,, N,O and tropospheric O
on the earth’s radiation balance is equivalent to the cffcct of
doubling CO,, alone, does not coincide in time with an atmo-
sphere in which CO, levels themselves have been doubled.
Moreover, there is a time lag of several decades in the climate
response to the radiative forcing (Box 2). Hereafter the terms 2
x CO,’ or ‘doubled-CO,’ imply a radiative forcing cquivalent
to 2x CO,

This issue is cspecially important in CO,, enrichment experi-
ments, where the response of a plant is compared for ambient
and assumed future CO2 conccntr‘ations. The standard conven-
tion is to consider a doubling of CO, relative to ambient, but
the ambient level is rising, and experiments conducted in the
mid-1970s, when the ambient level was near 330 ppm (versus
660 ppm) are not comparable with experiments conducted in

.the mid-1990s (360 ppm versus 720 ppin). Furthermore, the

experimental treatments often combinc temperature changes
with elevated CO,,. In this case, projections of regional temper-
ature change are needed that are contemporaneous with the
CO, level being used. For this, reference must be made fixst, to
global assessments (see Box 2}, and then to regional climate
change scenarios (cf. Section 6.5.3 and Box A2, Appendix). It is
also important to note that enrithment experiments require
treatments that are sufficiently different from each other to
induce measurable differences in response. Thus, for example,
while a feasible and consistent scenario could be developed for
the year 2020, where CO, increases by about 50 ppm relative to
ambient and regional temperature increases by 0.5°C, this level
of change may not produce statistically significant responses in
enrichment experiments.

6.2.3 Point in time oy contintious assesstnest

A distinction can be drawn between considering impacts at dis-
crete points in time in the future and examining continuous or
time-dependent impacts. The former are characteristic of many
climate impact assessments based on doubled-CO,, scenarios.
These scenarios have the advantage of being mutually compara-
ble, and consider impacts occurring at the time specified by the
scenario climate (although that time is often not easy to define
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BOX 2

THE RELATIONSHIP OF EQUILIBRIUM AND
TRANSIENT WARMING TO INCREASES IN
CARBON DIOXIDE AND IN EQUIVALENT
CARBON DIOXIDE

The figure below is based on simulations with the MAG-
ICC model (see Box 3) of the ‘best estimate’ of global mean
annual temperature change under the 1S92a emissions sce-
nario produced for the [IPCC (IPCC, 1992a), assuming no
negative forcing due to sulphate aerosols. It illustrates three
mmportant points that are a frequent source of confusion and
misunderstanding among impact analysts:

(1) The projected doubling dates for atmospheric CO, occur
at different times depending on the selection of a baseline.
Climatologists often refer to pre-industnial CO, levels (shown
in the figure as a concentration of 279 ppmv in the year 1765)
as a baseline to examine effects on climate of subsequent
CO,-forcing. In contrast, impact assessors are more likely to
favour selecting a baseline from recent years (e.g., 1990, con-
centration 355 ppmv), to provide compatibility with other
baseline environmental or socio-economic conditions of
fmportance in irnpact assessment.

(2) The projected doubling dates for CO, alone occur sig-
nificantly later than the doubling dates for equivalent atmo-
spheric CO,, where all greenhouse gases are considered.
Hence, the doubling date for 1765 CO, (2060; 558 ppmv)
occurs 30 years later than the equivalent doubling date
(2030). Similarly doubling of 1990 CO, to 710 ppmv is
projected at 2096, whereas equivalent doubling occurs at
2056.

(3) The actual or ‘realised’ warming at a given time in
response to GHG-forcing (as depicted in transient-response
GCM simulations) is less than the full equilibrium response
(as'; estimated by 2 x CO, GCM simulations), owing to the
lag effect of the oceans. These effects can be simulated at a
global scale by MAGICC (curves in figure). Thus, at the
time of equivalenc doubling of 1765 CO, (2030), the equi-
libritun warming relative to 1765 is 2.5°C (point A in fig-
ure), whilse the realized warming is only 1.8°C (point B).
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and can vary from place to place). However, they ignore any
effects occurring during the intetim period that might influence
the final impacts. They also make it very difficulr to assess rates
of change and thus to evaluate adaptation strategies.

In contrast, transient climatic scenanos allow time-depen-
dent phenomena and dynamic feedback mechanisms to be
examined and soclo-economic adjustments to be considered.
Nevertheless, in order to present resutts of impact studies based
on transient scenarios, it 1s customary to select ‘time slices’ at
key points in ime during the projection petiod.

6.3 Projecting Environmental Trends in the Absence of
Climate Change

The development of a baseline describing conditions without
climate change is crucial, for it is this baseline against which all
projected impacts are measured. It is highly probable that future
changes in other environmental factors will occur, even in the
absence of climate change, which may be of importance for an
exposure unit. Examples include deforestacion, changes in graz-
ing pressure, changes in groundwater level and changes in air,
water and soil pollution. Official projections may exist to
describe trends in some of these (e.g., groundwater level), buc
for others it may be necessary to use expert judgement. Most
factors are related to, and projections should be consistent with
trends in socio-economic factors (see Section 6.4, below).
Greenhouse gas concentrations may also change, but those
would usuvally be linked to climate (which is assumed
unchanged here).

6.4 Projecting Socio-Economic Trends in the Absence of
Climate Change

Global climate change is projected to occur over time periods
that are relatively long in socio-economic terms. Over that
period it 1s certain that the economy and society will change,
even in the absence of climate change. One of the most difficult
aspects of establishing trends in socio-economic conditions
without climate change over the period of analysis is the fore-
casting of future demands on resources of interest. Simple
extrapolation of historical trends without regard for changes in
prices, technology, or population will often provide an inaccu-
rate base against which to measure impacts.

Official projections exist for some of these changes, as they are
required for planning purposes. These vary in their tme horizon
from several years (e.g., economic growth, unemployment),
through decades (e.g., urbanization, industrial development, agri-
cultural production) to a century or longer (e.g., population).
Reputable sources of such projections include the United
Nations, Organization of Economic Cooperation and
Development, World Bank, International Monetary Fund and
national governments. Some examples of recent global projections
are given in Box 3. Nevertheless, many of these are subject to
large uncertainties due to political decisions (e.g., international
reguladons with respect to productdon and trade) or unexpected
changes in political systems (e.g., in the USSR, eastern Europe
and South Africa during the eatly 1990s).

Orher trends are more difficult to estimate. For example,
advances in technology are certain to occur, but their nature, tim-
ing and effect are almost impossible to antcipate. In some sectors,
it is possible ro identify trends in past impacts as attributable to the
effects of technology (e.g., on health, crop yields). In these cases,
changes in technology can be factored in either by examining past
trends n resource productivity or by expert judgement consider-
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BOX 3

SOCIO-ECONOMIC SCENARIOS USED BY THE
IPCC AND THE DERIVATION OF CONSISTENT
CLIMATIC AND ENVIRONMENTAL SCENARIOS

Six emissions scenarios were prepared for the 1992 IPCC
Supplementary Report (IS92 a-f) IPCC, 1992a). These have
since been reviewed and retained for the 1995 TPCC assess-
ment. The six scenarios represent a range in emissions esti-
mates based on different assumptions of GNP, population
growth rate, energy use, land use and other socio-economic
facrors that determine emussions levels. The two most impor-
tant of these ‘socio-economic scenarios’, population and
GNP, are listed in the Table for 2100. The other assumptions
and a regional breakdown of projections are contained in
IPCC (1992a).

A system of simple models named MAGICC (Model for the
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Assessrnent of Greenhouse-gas Impacts and Climate Change)
has been developed at the Climatic Research Unit,
University of East Anglia (Hulme et al., 1995a, in press) for
estimating different eftects of the IPCC (and ocher) emissions
scenarios (see Figure). It incorporates all of the important
state-of-the-art knowledge as reported by the IPCC (IPCC,
1990a; 1992a), including a CO,-fertilization feedback and
negative forcings due to su]phat—e aerosols and stratospheric
ozone depletion. The emissions are converted to atmospheric
concentrations by gas models, and the concentrations are
converted into radiative forcing potential for cach gas. The
net radiative forcing is then computed and inpurt into a siniple
upwelling-diffusion energy-balance climate model. This pro-
duces global estimates of mean annual temperature and fur-
ther ice melt and thermal expansion models arc used to com-
pute sea level change. The estimates are time-dependent with
a time horizon up to 2100. Sub-models of MAGICC have
been widely used by the IPCC, and the system is continually
being updated to reflect improved scientific knowledge.
However, it should be noted that an unportant weakness of
MAGICC is its inability to account for regionally-specific
processes such as stratosphenic ozone depletion and sulphate
forcing, which are highly dependent on complex atmospheric
chemuistry.

A number of environmental scenarios that have been gener-
ated by MAGICC for each of the six IPCC emissions scenar-
ios are also shown in the Table: the atmospheric concentra-
tion of CO,, global mean annual temperature change (by
2100) assuming the mid-range climate sensitivity, and global
sea level rise {middle, upper and lower estimates). Note that
MAGICC has also been emiployed, in conjunction with gen-
eral circulation models, to derive more detailed climate sce-
narios based on emissions scenario 1S92a to assist in the 1995
IPCC Working Group II review of impacts of climate change

(cf. Appendix 1, Box A2).

1990 Scenario for 2100

Names of IPCC Scenarios 1S92a 1S92b 1S92¢ 1S92d | IS92e | 1S92f

Population (billion)' 5.252 113 1.3 64 64 1.3 | 17.6

Economic growth rate (annual GNP)! | - J 2.3% 2.3% 1.2% | 2.0% 3.0% | 2.3%

CO, concentration (ppmv)? 355 733 710 485 ' 568 986 848

Global mean annual temperature | 0 247 240 53 19l 284 | 29

change (°C)%3 . )

Range (°C),2 - | 1.62-3.75 | 1.57-3.66 | 0.97-2.44 | 1.23-299 | ' 89-4.26 |.9i4.40‘

Sea leve' dse (cm)23 0 45 45 33 38 SO Sl

o Range (cm)%> B s 14-85 (3-85 —7768 10-76 17-92 17-95 )

" Leggett et @l (1992). 2 Based on ‘best estimate’ assumptions given in Wigley and Raper (1992) with CO, feriilization feedback included. but using an
updated version of MAGICC (May 1993) giving different values from those reported by Wigley and Raper. * Assumes a mid-range climate sensitivity of
2.5°C (cf. Section 6.5.3). “ Values for low (1.5°C) and high (4.5°C) climate sensitivity. > Subjective 0% and 90% confidence levels.
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BOX 4

CASE STUDY: AN INTEGRATED ASSESSMENT OF
IMPACTS OF CLIMATE CHANGE ON THE
AGRICULTURAL ECONOMY IN EGYPT

Background: agriculcure in Egypt is restricted to the fertile
lands of the narrow Nile valley from Aswan to Cairo and the
flac Nile Delta north of Cairo. Together this comprises only 3
per cent of the country’s land area. Egypt’s entire agricultural
water supply comes from irrigation, solely from the Nile
River. In 1990, agriculture (crops and livestock) accounted
for 17 per cent of Egypt’s gross domestic product.

Problem: the study sought to assess the potential impact of a
change in climate and sea level on Egypt’s agricultural sector,
accounting for changes in land area, water resources, crop
production and world agriculeural trade. The aim was not o
predict Egypt’s future under a changed climate, but rather to
examine the combined effects on agriculture of different nat-
ural factors and the adaprability of the economic system.

Methods: the assessment was part of an international study of
climate change impacts on world food supply and trade
(Rosenzweig and Parry, 1994), forming one component of a
coordinated international programme of climate change impace
studies (Strzepek and Smith, in press). A number of submodels
were used to estimate the different sectoral impacts of climate
change (see Figure). A digital clevation model of the Nile Delta
was developed for determining land loss due to sea level rise. A
physically-based water balance modecl of the Nile Basin was
used to evaluate river runoff. This was linked to a simulation
model of the High Aswan dam complex to determine impacts
on Lake Nasser vields. Process-based agronomic models (incor-
porating direct effects of elevated CO,) were used to estimate
crop vields and crop water requirements, and cropping patterns
under different climatic scenarios were determined using the
Egyptian food supply and trade model, one component of an
international food trade model, the Basic Linked System (BLS),
which was run ac a global level.

Results from the BLS and other submodels were then taken
directly, or aggregated using expert judgement, to provide
inputs to an Egyptian Agricultural Sector Model (EASM-
CQC). This is an integrated model of the agricultural economy
incorporating effects on water, land, crops, livestock and
labour. One output of the model is the annual consumer-pro-
ducer surplus. an economic measure of social welfare.

Testing of methods: each of the submodels used in the study was
vahdated against local data. Further, an claborate comparative
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analysis was undertaken to select an appropriate hydrological
model from a number of candidate models. Each of the linked
national or regional models in the BLS has been tested in its
region of ongin, while the complete model was initialised with
1980 data from the Food and Agriculture Organization and run
through to 1990, model parameters being tuned for the 1980s
period to obtain the ‘best fit’ for 1990.

Scenarios: the current baseline adopted for the socio-economic
projections was 1990 and the climatological baseline, 1951~
1980. The time horizon of the study, 1990-2060, was largely
dictated by che climate change projections. Socioeconomic
scenarios for a fucure world in 2060 were developed for pop-
ulation (estimated from UN/World Bank projections to more
than double, assuming current growth rates) and economic
growth (based upon growth rates assumed in the world food
supply and mrade stady).

The climatic scenarios were based on three equilibrium 2 x
CO, GCM experiments (each displaying results close to the

continued ...

ing specific technologies that are on the horizon and their proba-
ble adoption rates, or by a combination of these.

6.5 Projecting Future Clirnate

In order to conduct experiments to assess the impaces of climate
change, it is first necessary to obtain a quanttative representation
of the changes in climate themselves. No method yet exists of
providing confident predictions of future climate. Instead, ic is
customary to specify a number of plausible future chmates.
These are termed ‘climatic scenarios’, and they are selected to
provide information thac is:
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Straightforward to obtain and/or derive.

Sufficiently detailed for use in regional impact assessment.
Simiple to interpret and apply by different researchers.
Representauve of the range of uncertainey of predictions.

Spatially compatible, such that changes in one region are
physically consistent with those in another region and with
global changes.

Mutually consistent, comprising combinations of changes in
different variables (which are often correlated with each
other) that are physically plausible.

Several types of climatic scenario have been used in previ-
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. continved

upper end of the 1.5-4.5°C range of global mean annual tem-
perature projections given by the IPCC) and a fourth ‘low-
end’ scenario (in the middle of this range), based on transient
model outputs. Each scenario comprised values of mean
monthly changes in temperature, precipitation and solar radia-
ton. Values from the appropriate GCM grid box were applied
as adjustnents to local daily or monthly climatological obser-

vatons for the baseline period. The scenarios were assumed to
apply in 2060, and to coincide with a CO, level of 335 ppmv,
broadly similar to the IPCC 1S92a projection (cf. Box 2).

Sea level rise associated with changing temperatures was esti-
mated to be 37 cm between 1990 and 2060. This estimate is
derived from a one metre global sea level nise by 2100, the
same scenario as that used in the IPCC Comimon
Methodology (IPCC, 1991b; cf. Box 6) but at the high end
of recent estimaces (see Box 3). 'This was added to a predicted
38 cm subsidence of the Nile Delea, giving a relative sea level
rise of 75 cm by 2060.

Impacts: 1mpacts were estimated as the difference between
simulations for 2060 without climate change, based on pro-
jections of population, economic growth, agricultural pro-
duction, commodity demand, land and warter resources and
water use (Base 2060), and simulations with changed climnate
according to the four climatic scenarios.

The Table provides a suimmary of the mmpacts of the four sce-
nario climates on cach sector together with the integrated
impacts on economic welfare (the consumer-producer sur-

Table. A comparison of sectoral with integrated impacts for the four climatic scenarios (per cent change from 2060 Base results).

plus). The agricudtural water productivity index is an aggregate
nieasure of impacts on agriculture: total agricultural produc-
tion (tonnes) divided by total agricuttural water use (cubic
metres). The results illustrate how impaces on individual sec-
tors are affected by impacts on other sectors. For example,
under the GISS scenario, despite an 18 per cent increase in
water resources, the 5 per cent loss of land and 13 per cent
reduction in agricuttural water productivity leads to a 6 per
cent reduction in economic welfare. The resules also demon-
strate how individual sectoral assessments may give a mislead-
ing view of the overall impact, which is better reflected in the
integrated analysis. For instance, under the ‘Jow-end’ scenario,
while sectoral 1mpacts are mainly positive, the integrated
impact 15 actually 2 10 per cent decline in economic welfare.
This 1s because the rest of the world performs better than
Egypt under this scenario, Egypt loses some of its competitive
advantage for exports and thus the trade balance declines.

Adaptive responses: adaprations m water resources (major river
diversion schemcs), irrgation (improved water delivery sys-
tems), agriculture (altered crop varieties and crop manage-
ment) and coastal protection against sea level rise were all
tested for the UKMO scenario. They achieve a modest 7-8
per cent increase in agricultural sector performance compared
to no adaptation, but together would be extremely expensive
to implement. However, investment in improving irrigation
efficiency appears to be a robust, 'no regrets’ policy that
would be beneficial whether or not the climate changes.

Source: Strzepek and Sinith (in press)

Sectoral impacts | Integrated impact
" CLmatic Land ' Food Agricultural water Water | Consumer-producer
scenano area . demand productivity index resources surplus
UKMO' -5 -3 —45 | -13 : -23 |
| Glss? s N -13 He 6
GFOL® -5 -1 -36 -78 -52
‘Low-end’ | -5 0 +10 +14 I -10 -

2 Goddard Institute for Space Studies model (Hansen er ¢i, 1983)

i Unrted Kingdom Meteoroiogical Office moae' (Wilson z g Mitchell. 1987)

3 Geoghysical Fluid Dynamics Laboratory model (Manabe and Weinherald, 1987)

ous impact studies. These fall into three main classes: syntheric
scenarios, analogue scenarios and scenatios from general circu-
lation models.

6.5.1 Synthetic scenarios

Synthetic scenarios describe techniques where parucular chimatic
elements are changed by a realistic but arbitrary amount (often
according to a qualitative interpretation of climate mode] pre-
dictions for a region). Adjustments might include, for example,
changes in mean annual temperature of * 1, 2, 3°C, etc. or
changes in annual precipitation of = 5, 10, 15 per cent, etc. rela-
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tive to the baseline climate. Adjusunents can be made indepen-
dently or in combination.

Given their arbitrary nature, these are not scenarios in the
strice sense, bur they do offer useful tools for exploring system
sensitiviry in impact assessments. In parucular, syntheric scenar-
jos can be used to obrtain valuable information on:

The sensitivity of the exposure unit to climate change, which
can be expressed, for example, as a percentage change in response
per unit change m climate relative to the baseline (see Box 5).

Thresholds or discontinnities of response that might occur
under a given magnicude or rate of change. These may represent
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BOX 5
SENSITIVITY STUDIES AND RESPONSE
SURFACES

One of the problems with adopting any single climaric sce-
nario is that it represents only one of an infinite number of
plausible future conditions. Even the more comumon practice
of specifying a range of scenarios s limited in that first, the
range may be modified in the light of new knowledge and
second, the full range of projections for one vanable may not
coincide with the full range for another. Thirdly the number
of scenarios used may not allow the idenuficaiion of critical
thresholds and non-lincarities in the response of an exposure
unit to changing climate. This fatter point Js especially perti-
nent with respect to the Framework Convention on Climate
Change, which requires that levels of ‘dangerous’ climate

change be 1dentified.

One method of embracing a range of future climates is to
develop response surfaces that depict (usually in two or
three dimensions) the response of an exposure unit to all
relevant and plausible combinations of climatic forcings.
There are numerous derived variables of pracrical impor-
tance such as soil moisture, runoff, frost frequency, accu-
mulated remperature or flood frequency and return peri-
ods, that depend in a non-linear fashion on more funda-
mental climartological variables such as temperature, precip-
itation, cloud cover and windspeed (Pittock, 1993).

The figure shows a response surface for snowcover dura-
tion, as simulated by an itmpact model, as a function of
changes i temperaturc and precipitation for a location near
Falls Creek 1n Vicroria, Australia (Whetton et al., 1992).
The "+’ symbol marks the duration for the present climate
(no change) and the rectangle represents durations possible
for a range of future climates given in regional scenarios

produced for 2030.

Clearly, alternative climate change scenarios (e.g., tor more
distant time honzons, or representing updated knowledge)
can readily be applied to a plot of this kind. Moreover, the
response surface clearly indicates those combinations of
temperature and precipitation change that would be
required to produce a given (perhaps critical) response
(e.g., a criucal threshold of snow duration below which
investment in snow removal equipment for transportation
could not be economically justified).
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levels of change above which the nature of the response alcers
(e.g., warming may promote plant growth, but very high tem-
peratures cause heat stress), or responses which have a critical
impact on the system (e.g., windspeeds above which structural
damage may occur to buildings).

Tolerable climate change, which refers to the magnitude or rate of
climace change thar a modelled systern can tolerate without major
disruptive effects (sometmes termed che ‘critical load’). This type
of measure is potenaally of value for policy, as it can assist in defin-
ing specific goals or targets for limitng future climate change (cf.
Section 8.3.2).

6.5.2 Analogue scenarios

Analogue scenarios are constructed by identifying recorded chi-
matic regimes which may serve as analogues for the furure chi-
mate in a given region. These records can be obtained either
from the past (temporal analogues), or from another region at
the present (spatial analogues).

Temporal analogtes are of two types: palaeoclimatic analogues
based on information from the geological record, and instrumen-
tally-based analogues selected from the historical observational
record, usually wichin che past century. Both have been used to
idenufy periods when the global (or hemispheric) temperatures
have been warmer than they are today. Other features of the cli-
mate during these warm periods (e.g., precipitation, air pressure,
windspeed), if available, are then combined with the temperature
pattern to define the scenario chmate. Palaeoclimatic analogues are
based on reconstructions of past chmate from fossil evidence such
as plant or aumal remains and sedimentary deposits. Three periods
have received particular aitention: the Mid-Holocene (5-6000
years Before Present), the Last (Eemian) [nterglacial (125,000 BP)
and rhe Pliocene (3—4 mllion BP) (e.g., see Budyko, 1989).
Instrumentally-based analogues identify past periods of observed
global-scale warnmnth as an analogue of a GHG-induced warmer
world. Maps are conseructed of the differences in regional temper-
ature (and other varables) during these periods relative either to
long term averages, or to similarly identified cold periods (e.g., see
Lough et al., 1983). The main problem wich both these types of
analogue concerns the physical mechanisms and boundary condi-
tions giving rise to the warmer climate. Aspects of these were
almost certainly different in the past from those involved in green-
house gas induced warming.

Nevertheless, cthere may be value in idencfying weather
anomalies from the historical record that can have significant
short-termy impacts (such as droughts, floods and cold spells). A
change in future climate could mean a change in the frequency of
such events. For example, several studies have used the dry 1930s
period in central North America as an analogue of possible future
conditions (Warrick, 1984; Williams er al., 1988; Rosenberg,
1993). Another important anomaly in many regions is the El
Nino phenomenon. Changes in the frequency of this event could
have significant impacts in many sectors. An extension of chis idea
is to select ‘planning scenarios’ (Parry and Carter, 1988), repre-
senting not the most extreme events, but events having a suffi-
cient impact and frequency to be of concem (for example, a I-in-
10 year drought event) or consecutive events, whose combined
effect may be greater than the sum of individual anomalies.

Spatial analogues require the identification of regions today
having a chimate analogous to the study region in the future (for
an example, see Section 4.3.4). This approach is severely
restricted, however, by the frequent lack of correspondence
berween other non-climatic features of two regions that may be
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important for a given impact sector (c.g., day length, terrain,
solls or econormic development).

Given these weaknesses, the use of analogue scenarios to rep-
resent future climate is not generally recommended (IPCC, 1990a,
p- xxv), although there may be certain applications where they can
be used in conjunction with physically-based predictions. Some
exarnples of these are given in Appendix 1.

6.5.3 Scenarios from general civeulation models

Three dimensional numerica) models of the global climate system
(including atrmosphere, oceans, biosphere and cryosphere) are the
only credible tools currendy available for simulatng the physical pro-
cesses that determune global climate. Although simpler models have
also been used to simulate the radiadve effects of increasing green-
house gas concentratons, only general circuladon models, possibly in

conjunction with nested regional models (see Appendix 1), have the
potental to provide consistent and physically consistent esamaces of
regional chmate change, which are required in impact analysis.

General Circnlation Models (GCMs) produce estimates of cli-
matic variables for a regular network of grid points across the
globe. Results from about 20 GCMs have been reported to date
(e.g., see IPCC, 1990a and 1992a). However, these estimates are
uncertain because of some important weaknesses of GCMs.
These include:

® Poor model representation of cloud processes.

® A coarse spatial resolution (at best employing gnd cells of
some 200 km honzontal dimension in model runs for which
outputs are widely available to impact analysis).

® Generalized topography, disregarding some locally important

features.

BOX 6

CASE STUDY: EFFECTS OF CLIMATE CHANGE
ON COASTAL ENVIRONMENTS OF THE
MARSHALL ISLANDS

Problem: for many low-lying coastal areas of the world, the
effects of accelerated sea level rise (ASLR) associated with global
climate change may result in catastrophic impacts in the absence
of adaptive response strategies. Even in the absence of climate
change, however, the combined pressures of growth and devel-
opment will require organized adaptive response strategies to
cope with an increased vulnerability of populations and
economies to stormns, storm surges and erosion. The Republic
of the Marshall Islands consists of 34 atolls and islands in the
Pacific Ocean with majonity elevations below 2-3 metres above
mean sea level. A vulnerability analysis case study for Majuro
Atoll was conducted to provide a first order assessment of the
potendal consequences of ASLR during the next century.

Methed: the study followed a common methodology outlined
by IPCC (1991b). That methodology follows, in some
respects, the general framework identified by the seven steps
described in these Guidelines. However, it did not examine
the comparison between future projections ‘with’ and ‘with-
out’ climate change. Morcover, the sociocconomic impacts
of the policy options were not considered explicitly. The
study was concerned only with the effects of ASLR (inunda-
tion, flooding, groundwater supplies), leaving the integration
of frequency and intensity of extreme events, changes in cur-
rents and tides, increased temperature and changes in ranfall
patterns for the future, when regional models can simulate
such changes.

Testing of smethod: the study included a multi-disciplinary team
made up of in-country experts, regional assistance from the
South Pacific Regional Environment Programme and a con-
sulting firm which conducted oceanographic/engineering
studies. The methodology proved very useful in identifying
potential impacts to atolls and adaptation responses. Reliance
on existing information and lack of other information placed
some limitations on the study, but qualitative data obtained
during the study permitted meaningful extrapolations.

Scenarios: ASLR of 1.0 m by the year 2100 was used to assess
the worst case impact to shoreline communitics, Three sce-
nario cases were considered (as specified by the Common
Methodology): (1) ASLR=0 for zero sea level rise, (2)
ASLR=1 for 0.3m (1.0 ft.) rise, and (3) ASLR=3.3 fora I m
(3.3 ft.) rise. Subsidence/uplift or regional variability were
not taken into account due to lack of information. The
effects were considered for both the ocean and lagoon side of
the atoll and for four major study arcas representing most
environmental conditions of the atoll nation.

Impacts: the potential effects of ASLR include: (1) an approxi-
mate 10-30 per cent shoreline retreat with a dry land loss of
160 acres out of 500 acres on the most denscly populated part
of the atoll; {2) a significant increase in severe flooding by
wave runup and overtopping with ASLR=3.3 resulting in
flooding of half of the atoll from cven normal yearly runup
events; (3) flood frequency increases dramadcally; (4) a reduc-
tion of the freshwater lens area which is important during
drought periods; (5) a potential cost of protecting a relatively
small portion of the Marshall [slands of more than four times
the current GDP, (6) a loss of arable land resulting in
increased reliance on imported foods.

Policy options: the study considered, though did not formally
evaluate, the options of protection (including structural con-
siderations), accommodation (including land elevation and
adaptive economic activities for flooded areas), a retreat
strategy to the highest elevations on the atoll. and a no-
response strategy (including a continuation of ad hoc and
crisis response measures currently used to address flooding
problems). The major recommendations included the need
to develop and implement integrated coastal zone manage-
ment, which would incorporate ASLR response planning
and begin the process of developing a baseline of under-
standing of the natural and human systems likely to be
affected by climate change.

Source: Hotthus ef al. (1992)
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® Problems in the parameterization of sub-grid scale atmo-
spheric processes such as convection and soil hydrology.

A simplified representation of land-atmosphere and ocean-
atmosphere intcractions.

As a result, GCM outputs, though physically plausible, often
fail to reproduce even the seasonal pattern of present-day cli-

mate observed at a regional scale. This naturally casts some
doubt on the ability of GCMs to provide accurate estimates of
future regional climate. Thus GCM outputs should be treated,
at best, as broad-scale sets of possible future climatic conditions
and should not be regarded as predictions.

GCMs have been used to conduct two types of experiment
for estimating future climate: equilibrium-response and
transient-response experiments.

Equilibrium-response expetiments: the majority of experiments
have been conducted to evaluate the equilibrium response of
the global climate to an abrupt increase (commonly, a doubling)
of atmospheric concentrations of carbon dioxide. Clearly, such a
step change in atmospheric composition is unrealistic, as
increases in GHG concentrations (including CO,) are occurring
continuously, and are unlikely to stabilize in the foreseeable
futurc. Moreover, since different parts of the global climate sys-
tem have different thermal inertias, they will approach equilib-
rium at different rates and may never approximate the compos-
ite equilibrium condition modelled in these simulations.

A measure that is widely used in the intercomparison of var-
ious GCMs, is the climate sensitivity parameter. This is defined
as the global mean equilibrium surface air temperature change
that occurs in response to an cquivalent doubling of the atmo-
spheric CO, concentration. Valucs of the parameter obtained
from climate model simulations generally fall in the range
1.5-4.5°C (IPCC, 1992a). Knowledge of the climate sensitivity
can be useful in constructing climate change scenarios from
GCMs (see Appendix 1).

Transient-response experiments. Recent work has focused on
fashioning more realistic experiments with GCM:s, specifically,
simulations of the transient-response of climate to GHG-induced
forcing. The early simulatons of this kind considered the transient
response of climate to an instantaneous equivalent doubling of
CO,;—so-called ‘switch-on’ experiments. More recently, simula-
tions have been made of the climate response to a time-dependent
increase in greenhouse gases IPCC, 1990a; 1992a). Transient
simulations offer several advantages over equilibrium-response
experiments. First, in the recent experiments, the specifications of
the atmospheric perturbation are more realistic, involving a con-
tinuous, time dependent, change in GHG concentrations. Second,
the representation of the oceans is more realistic, more recent sim-
ulations coupling atmospheric models to dynamical ocean models.
Third, transient simulations provide information on the rate as
well as the magnitude of climate change, which is of considerable
value for impact studies. Fourth, the most recent transient simula-
tions have also discriminated between the climatic effects of
regional sulphate aerosol loading (a negative forcing) and global
GHG forcing (Taylor and Penner, 1994).

The interpretation of transient simulations is complicated,
however, by two important problems associated with the cou-
pling of atmospheric and ocean models. First, the models com-~
monly exhibit drift in the control simulation, such that the
global mean temperature at the end of the simulation deviates
from that at the start. This may be an expression of natural cli-
matic variability, or a result of poor initialization of the ocean
model or errors in the coupling of the ocean and atmosphere
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models. Second, transient simulations exhibit the so-called ‘cold
start’ problem (Hasselmann et al., 1993). This refers to the
assumption that the climate is in equilibrium at the start of a
simulation, with GHG concentrations representative of condi-
tions in recent decades. However, this is not the case, as there
has been a considerable build-up of GHGs since pre-indusirial
times, and the recent climate is certainly not in equilibrinm.
Thus, for the first few decades of a simulation, global warming is
strongly inhibited by the inertia of the ocean-atmosphere sys-
tem. One result of this is that it becomes very difficult to assign
calendar dates to the climate changes simulated, because
although the timing of GHG forcing is consistent with projec-
tions, the timing of the climate response is not. A method of
constructing transient climatic scenarios that sidesteps this prob-
lem is illustrated in Appendix 1 (Box A2).

Ongoing work is attempting to address the cold start problem,
by simulating the climate response to GHG concentrations during
the past century. This type of simulation has the useful additional
feature of allowing comparisons to be made between the mod-
elled behaviour of the climate and the climate actually observed
during the instrumental period.

Additional problems with transient simulations include the
inability of current ocean models adequately to resolve bound-
ary currents and deep convection, and their poor performance
in reproducing the El Nifio/Southern Oscillation (ENSO)
phenomenon.

Information from GCMs. The following types of information are
available fromy GCMs for constructing scenarios:

® Outputs from a ‘control’ simulation, which assumes recent
GHG concentrations, and an ‘experiment’ which assumes
future concentrations. In the case of equilibrium-response
experiments, these are values from multiple-year model sim-
ulations for the conirol and 2 x CO, equilibrium conditions.
Transient-response experiments provide values for the con-
trol equilibrivm conditions and for each year of the transient
model run (e.g., 1990 to 2100).

Values of surface or near-surface climatic variables for model
grid boxes characteristically spaced at intervals of several
hundred kilometers around the globe.

Values of air temperature, precipitation (mean daily rate) and
cloud cover, which are commonly supplied for use in impact
studies. Data on radiation, windspeed, vapour pressure and
other variables are also available from some models.

Data averaged over a monthly time period. However, daily
or hourly values of certain climatic variables, from which the
monthly statistics were derived, may also be stored for a
number of years within the full simulation periods.

Some alternative procedures for constructing regional cli-
matic scenarios from GCM information are detailed in
Appendix 1.

6.6 Projecting Environmental Trends with Climate
Change

Projections must be made for each of the environmental variables
or characteristics of interest in the study and included in the
description of environmental trends in the absence of climate
change. These projections are made using the climate projections
and the biophysical models selected for the study (as described in
Section 4.2.1). Because all changes in environmental conditions
not due to climate factors should already have been incorporated
in the development of the environmental trends in the absence
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of climate change, the only changes in the trends to be incorpo-
rated here are those due solely to climate change.

Future changes in climate can be expected to modify some
of the environmental trends outlined in Section 6.3.
Furthermore, there are likely to be a set of additional environ-
mental changes that are directly related to the changes in climate
themselves. The two factors most commonly required in assess-
ments are greenhouse gas concentrations and sea level rise.

Projections of greenhouse gas concentrations are important
for assessing effects first, on radiative forcing of the climate, sec-
ond, on depletion of stratospheric ozone (e.g., CFCs) and third,
on plant response (e.g., CO, and tropospheric ozone). In apply-
ing them, however, they should be consistent with the pro-
jected climate changes (see Section 6.2.2, above). Scenarios for
CO, concentrations are given in Box 3.

Sea level rise is one of the major impacts projected under
global warming, Global factors such as the rate of warming, expan-
sion of sea water, and melting of ice sheets and glaciers all con-
tribute to this effect (see Box 3). However, local conditions such as
coastal land subsidence or isostatic uplift should also be taken into
account in considering the extent of sea level changes and their
regional impacts. [n most assessrnents, the vulnerability of a study
region to the effects of sea level rise will be apparent (e.g., in low
lying coastal zones, see Box 6). Less obvious are some inland loca-
tions which may also be affected (for example, through sea water
incursion into groundwater). The magnitude of future sea level
dse is still under discussion, but the estimates given in Box 3
(which are consistent with the other changes shown in the Box)
may serve as a useful basis for constructing scenarios.

Other factors that are directly affected by climate include
river flow, runoff, soil characteristics, erosion and water quality.
Projections of these often require full impact assessments of their
own, or could be included as interactive components within an
integrated assessment framework (see Section 4.2.3).

6.7 Projecting Socio-economic Trends with Climate
Change

The changes in environmental conditions that are awtributable
solely to climate change serve as inputs to economic models that
project the changes in socio-economic conditions due to climate
change over the study period. All other changes in socio-eco-
nomic conditions over the period of analysis are attributable to
non-climatic factors and should have been included in the estima-
tion of socio-econormic changes in the absence of climate change.

Socio-economic factors that influence the exposure unit may
themselves be sensitive to climate change, so the effects of climate
should be included in projections of those. In some cases this may
not be feasible (e.g., it is not known how climate change might
affect population growth) and trends estimated in the absence of
climate change would probably suffice (see Section 6.4). In other
cases, projections can be adjusted to accommodate possible effects
of climate (for example, there are quantifiable effects on human
health of the interaction between local climate and atmospheric
pollution and toxic waste disposal in many urban areas, the causes
of which are closely associated with emissions and bi-products of
fossil fuel combustion.).

There are also many human responses to climate change that
are predictable enough to be factored-in to future projections.
These are often accounted for in model simulations as feedbacks
or ‘autonomous adjustments’ to climate change and are consid-
ered in Section 8.2.

A final factor to consider in projecting socio-economic
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trends under a changing climate is the effect that various policies
designed to mitigate climate change might themselves have on
the future state of the economy and society. For example,
polices to reduce fossil fuel consumption through higher energy
prices might alter the pattern of economic activity, thus modify-
ing the possible impacts of any remaining (unmitigated) changes
i climate that occur.
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STEP 5: ASSESSMENT
OF IMPACTS

Impacts are estimated as the differences over the study period
between the environmental and socio-economic conditions
projected to exist without climate change (the future baseline),
and those that are projected with climate change. This defini-
tion can be extended to include consideration of adaptation n
the estimation of impacts with climate change. Up to now,
few climate impact studies have paid adequate attention to
adaptation. Further, many studies have assumed a fixed base-
line, often failing to recognize that conditions in the future
will be quite different from those at present, even in the

absence of climate change. In practice, however, construction
of the future baseline is often fraught with difficulcies relating
to the projection of highly uncerrain socio-economic and
environmental scenarios (cf. Section 6), and a fixed baseline at
least offers a ready reference for sensitivity testing. Moreover,
there are certain impact studies, particularly those involving
biophysical systems, that are fully justified in using a fixed
baseline (e.g., hydrological studies of pristine river catch-
ments). These different approaches to impact assessment are
luseraced in Box 7.

BOX 7
DIFFERING APPROACHES TO THE ASSESSMENT
OF IMPACTS

The three figures illustrate schematically how differing
degrees of realisin in assessing impacts result from alternative
assumptions about the baseline and from consideration of var-
ious types of adaptation. In Figure (a), impacts in the year
2050 (I,) are portrayed as the cumulative effects of future cli-
mate change on an exposure unit, assuming a fixed baseline
(i.e., no concomitant changes in the environmental, techno-
logical, societal and economic conditions relative to the pre-
sent). This unrealistic, though readily applicable representa-
tion of the future is characteristic of many early climate
impact assessmernts.

Figure (b) shows how more realism is introduced if impacts of
future climate change are evaluated relative to a future base-
line without climate change. The impact relative to the future
baseline may be greater or, as is shown in Figure (b), less than
the impact relative to the fixed baseline (1,).

However, this approach still ignores the many adjustments
and adaptations that would occur either in expectation of or
in response to impacts of climate change. These are shown in
Figure (c), which distinguishes between two types of adapta-
tion: autonomous adjustment, which is implemented imme-
diately (often unconsciously) as part of the normal package of
measures available to organisms or systems for coping with
climatic vaniabilicy; and deliberate adaptation, which involves
conscious actions to mitigate or exploit the effects of climate
change. In most cases (as in Figure (c)), the objective of adap-
tation is to reduce the negative impacts of climate change (I,
and I, respectively).

(a) Impacts of climate change relative to a fixed basefine
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(b) Impacts of climate change relative to a future baseline
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(c) Impacts of climate change relative to a future baseline
following adaptation
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ASSESSMENT OF IMPACTS

The evaluation of results obtained in an assessment is likely to
be influenced in part by the approach employed, and in part by
the required outputs from the research. Some of the more com-~
monly applied techniques of evaluation are described below.

7.1 Qualitative Description
An evaluation may rely solely on qualitative or semi-quantita-
tive assessments, in which case qualitative description is the

common method of presenting the findings. The success of
such evaluations usually rests on the experience and interpreta-
dve skills of the analyst, particularly conceming projections of
possible future impacts of climate (see, for example, Box 8).
The disadvantages of subjectivity in this have to be weighed
against the ability to consider all factors thought to be of impor-
tance (something that is not always possible using more objec-
tive methods such as modelling).

BOX 8
CASE STUDY: HEALTH IMPACTS OF
ENVIRONMENTAL CHANGES IN HONDURAS

Background: in the past two decades the landscape of
Honduras, 2 mountainous, tropical nation in Central America
with 5.5 million inhabitants, has been transformed through
overgrazing, monoculture agriculture and deforestation. In
the southern region, soil dessication and erosion caused by
intensive agriculture has altered the hydrological cycle, and
mean temperatures have risen. Deforestation in central and

northern Honduras has affected water basins and water awail-
ability. These meteorological and ecological changes have
already affected the distribution of vector-bome diseases.

Problem: to examine the role of clirnate in influencing the dis~
tribution, abundance and transmission of vector-borne dis-
eases (VBDs) in Honduras.

Method: the assessment was qualitative, based on expert
judgement.

Testing of method: the method involved the empirical compila-
tion of available data on recent trends in climate, land use,
pesticide use, population density and prevalence of VBDs,
and their geographical and temporal integration.

Scenarios: the study considered qualitative scenarios of climatic
warming along with increased climatic instability, including
more frequent droughts and floods, and all trends that are
already being observed. Short term trends in other environ-
mental and socio-economic factors were also examined in
evaluating potential health risks,

Impacts: arcenton was paid to the current status and trends in
a number of common VBDs, which act both directly and
indirectly on humans,

Malarin: in southern Honduras, changes in land use and sub-
sequent soil dessication and erosion during the past two
decades have disrupted the hydrological cycle, leading to a
recorded increase in median annual temperature in the order
of 5-10°C between the early 1970s and late 1980s. This
temperature increase has rendered the region too hot for
anopheline mosquitoes, and the incidence of malaria has
fallen. However, the concomitant aridification of the region
has forced people to move away to the cities, plantations and
assembly farms further north. Large areas of north-east tropi-
cal rainforest have been cleared, and migrants concentrated
there tend to be non-immune to malaria. The indiscriminate

use of pesticides in banana, pineapple and melon plantations
has led to widespread anopheline resistance. In 1987, 20,000
cases of malaria were registered in Honduras; in 1993,
90,000 cases were recorded, of which 85 per cent were in
northern regions.

Chagas” disease: ‘Kissing bugs’ (Rhodnius prolixis and Triatoma
dimitata) are the chief vectors of Chagas’ disease, and opos-
sums, rats, armadillos, cats and dogs are among its reservoirs.
Massive environmental changes such as deforestation, have
altered all components in the life cycle and, deprived of habi-
tat, sustenance and blood meals, reservoirs and bugs alike
move to pert-urban areas. Chagas’ (a chief cause of heart dis-
ease) is expected to increase under higher temperatures due to
a shortening of insect generation time, the stimulation of
blood meal seeking and an ncreasing frequency of active par-
asites, all of which amplify vector abundance and transmission.

Other VBDs: Dengue fever is increasing as Aedes spp. breed-
ing sites swell in peri~urban areas. The advance of Ae aegypti
(another vector whose maturation and generation are acceler-
ated by warmcth), plus the spread of the cold-hardy Ae albopic-
tus, are increasing concern throughout Latin America, and
yellow fever is in resurgence.

Indirect effects through nutrition: the common bean (Phaseolus
vulganis) is the principal source of protein in the diet of the
poor in Laun America. Whitefly (Bemisia tabaci) has recently
emerged as a serious vector of geminiviruses, including the
bean golden mosaic geminivirus (BGMV) which has devas-
tated bean crops in some years. Whitefly outbreaks have been
exacerbated in recent years by frequent and severe droughts.
Over 60 per cent of Honduran children under 10 years are
malnourished, and the loss of the staple crops to vector-
borne plant pathogens further stunts growth and develop-
ment, reduces immunity and increases the burden of com-
municable illness.

Adaptation eptions: Intervention to control VBDs with insecti-
cides and medication have time-limited effectiveness, and can
increase vulnerability by eliminating predators of pests and
selecting resistant strains. Vaccines in development hold some
promise. However, anticipatory adjustments and improved
management of ccosystems (forests, watersheds, mangroves)
are options that may enhance the resilience to climatic stresses
and improve resistance against the redistribution of oppor-
tunistic species.

Source: Almendares et al., (1993)
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BOX 9 CROSS IMPACTS ANALYSIS

Figure I. An
interaction matrix
for forest impacts
(after Martin and
Lefebvre, 1993)
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Cross impacts analysis (Holling, 1978) is a method of high-
lighting and classifying the relationships between key ele-
ments of a system. It entails identifying the pertinent vari-
ables of the system, and entering these into an interaction
matrix, which represents the relationships between the dif-
ferent variables. If one variable exerts a direct influence on
the other variable, an entry is made in the appropriate cell of
the matrix. The entry can simply indicate presence or
absence of an influence (a special case of cross impacts analy-
sis termed structural analysis), or it can be assigned a quanti-
tative weight to indicate the strength of the influence.
Additionally, some measure of uncertainty in the relation-
ship may also be given (e.g., see Clark, 1986). By sumniing
the cell values by rows and columns, a measure is obtained
of the driving power or influence of a variable (row sums)
and dependency of a variable (column sums).

An example of a cross impacts (structural) analysis for
impacts of climate change on forests is given in Figure I
(Martin and Lefebvre, 1993). Only the presence or absence
of an influence are indicated. For example, climate change is
shown to influence forest microclimate, fire, tree birth, tree
growth, tree death, aquatic ecosystems, wildlife and recre-
ation: a total driving power (row sum) of 8. Similarly,
pathogens are influenced by forest microclimate and fire,
giving a total dependency (column sum) of 2,

Variables can now be categorized into four types: autonomous
variables (weak drivers and weakly dependent), result variables
(weak drivers and strongly dependent), relay variables (strong
drivers and strongly dependent) and forcing variables (strong

drivers and weakly dependent). These can readily be distin-
guished by plotring the row and column totals on a ddving
power/dependency graph (Figure II). In this example, forest
microclimate appears to be more of a forcing variable than cli-
mate change from the standpoint of the forest. Moreover, by
these criteria, tree growth and tree death should constitute
good indicators of climate change and could be usefully moni-
tored to determine the furure of the forest.
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Figure H. Outcomes of the forest impacts structural
analysis (after Martin and Lefebvre, 1993)

28




ASSESSMENT OF IMPACTS

BOX 10
COST-BENEFIT ANALYSIS

Cost-benefit analysis has the specific objective of evaluac-
ing an anticipated decision or range of decision responses.
For example, in considering the costs and benefits of an
adaptation strategy, a cost-benefit analysis mighe seek to
evaluate a question facing a decision maker: ‘Do the bene-
fits of 2 given level of adaptadon outweigh the costs of its
implementation?” The benefits of this action are the
avoided damages (i.e., costs) of impacts of climate change
(evaluated, for instance, using models of the type described
in Section 4.2.2).

The problem can be illustrated in a simple diagram (see
figure). In the upper graph, the degree of adapeation is
expressed as two lines: one representing the costs of adap-
tation and the other the benefits (avoided costs) accruing
from this action. Both lines show increases with increasing
levels of adapration, but the growth in costs accelerates.
while the growth in benefits diminishes. Characteristically,
the costs of minimal adaptation are small while the berne-
fits are high (e.g., at point A), but as the level of adapta-
tion increases, so the additional or marginal costs increase,
while the marginal benefits decline. These are the slopes
of the two lines in the upper graph, plotied as straight
lines in the lower graph. Economic analysis generally con-
cludes that the optimal result is where the marginal cost
and marginal benefic of the change are equal (point B on
the graph). To the left of point B further action is benefi-
cial, because the additional (marginal) benefits secured
exceed the additional (marginal) costs. Further adaptation
beyond point B produces an unfavourable cost-benefit
ratio (e.g., at point C) and is therefore nort justified.
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A more formal method of organizing qualitative information
on impacts of climate change, cross impacts analysis, is illuseraced
in Box 9.

7.2 Indicators of Change

A potentially useful method of evaluanng both the impacts of
climate change and the changes themselves is to focus on
regions, organisims or activities that are mrurnsjcally sensitive to
climate. For example, climate change might affect che alticude at
which certain temperature-limited vecror-borne diseases are
found, and high altitude sites in Kenya, Rwanda, Costa Rica
and Argentina have been suggested as potental foci for moni-
toring both of the vectors themselves, and of the populations at
risk (Hames et al., 1993). Similarly, changes i plant behaviour
may indicate that certain critical thresholds of temperature
change have been approached or exceeded. For insrance, an
mncreasing frequency of events where plants fail to flower may
suggest that the chilling (vernalization) requirements of the plant
have not been fulfilled. Another example is low-lying coastal
zones at risk from inundation due to rising sea level, and che
vulnerable populations located in such regions.

7.3 Compliance to Standards

Some impacts may be characterized by the ability to meet cer-
tain standards which have been enforced by law. The standards
thus provide a reference or an objective against which to mea-
sure the impacts of climate change. For example, the effect of
climare change on water quality could be gauged by reference
to current water quality standards.

7.4 Costs and Benefits

Perhaps the most valuable resules chac can be provided to policy
makers by impact assessments are those which express impacts as
potential costs or benefits. Methods of evaluating these range
from formal economic techniques such as cost-benefit analysis to
descriptive or qualitative assessrments.

Cost-benefit analysis is often employed to assess the most
efficient allocation of resources (see Box 10). This is achieved
through che balancing or optimizavon of various costs and ben-
efits anticipated in undertaking a new project or implementing a
new policy, accounting for the reallocation of resources likely to
be brought about by external influences such as climate change.
The approach makes explicit the expectarion that a change in
resource allocation is likely to yield benefits as well as costs, a
useful counterpoint to many climate impact studies, where neg-
ative impacts have tended to receive the greatest attention.

Whatever measures are employed to assess costs and benefits,
they should employ a common metric. Thus, for example, where
monetary values are ascribed, this should be calculated in terms of
net present value, ie. the discounted sum of future coses and ben-
efis. The choice of discount rate used to calculate present value
will vary from naton to nation depending on factors such as the
level of economic development, debt stock and social provision.
Moreover, the depreciacion of capital assets with dme, which also
varies from country to country, should be explicitly considered in
the calculanions.

Formal cost-benefit analysis proceeds on the basis of apply-
ing a single money metric for costs and benefits as far as is pos-
sible and credible. In the context of global warming, the rele-
vant costs are the costs of mitigation and adapeation. These will
tend to be expressed in terms of marketed resources such as
labour and capital costs. The benefits of mitigation and adapra-
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BOX 11 CASE STUDY: EFFECTS OF CLIMATE
CHANGE ON NATURAL TERRESTRIAL
ECOSYSTEMS IN NORWAY

Problem: the objectives of this assessment were to examine the
probable patterns of ecological change in Norway under a
changed climate regime, with a particular emphasis on identi-
fying plant species and communides sensitive to or at risk
from climate change.

Methods: in part descriptive, based on expert judgement, and
in part using correlative models of species distribution. All
methods examined the potential impacts of climate change as
defined in a specific climatic scenario for Norway.

Testing of methods /sensitivity: correlative models are based on
the spatial coincidence of vegetation species and climatic vari-
ables under present-day climate. They are very simple to
apply, but have the disadvantage that they do not providie an
ecophysiological explanation of the observed plant distribu-
uons, although they usually represent hypotheses about which
factors contro] or limit chose distributions. The models can
really only be tested against palacoccological evidence of plant
distributions from previous cool or warnn periods, where the
conternporary chmatic information is derived from indepen-
dent sources (e.g., insect evidence).

Scenarios: a seasonal scenario for an equivalent doubling of
CO, was used, based on a subjective composite of results
from several GCMs for the Norwegian region.

Impacts: the effects of climate change on species distribution
were estimated using a narrow west-east transect through cen-
tral Norway, giving alutude on the vertical axis and distance
from the Atlantic coast on the horizontal axis. Dashed boxes
indicate varations in alatude at site locations within the tran-
sect. Figures A and B illustrate the sensitivity of two species:
Campanula uniflora (a rare alpine and continental species) and

Hypericum puldium (a frost sensitive coastal species) to the cli-
mate changes described by the scenario. Solid squares indicate
the current and shaded squares the predicted distribudon of a
species. The analysis suggests that rare northern or Alpine
species may be threatened by extnction (Figure A), both due
to shifts in climate and to changes in snow cover and runoft.
Temperate and oceanic zone species would be favoured under
the changed climatic regime (Figure B), but their colomzation
could be delayed by anthropogenic or natural barriers.
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tion are expressed in terms of avoided warming damages. In
turn, these damages may show up in terms of market values—
lost crops, forest damage etc., and in non-market values
changes in human health, changes in amenity and biodiversity,
for example. As far as what counts in assessing damages, the

distinction between market and non-market values is immate-
rial: both contribute to human well-being, which is the lti-
mate yardstick of cost-benefit assessments. In practice, both
types of value raise complex issues. Market values may not, for
example, represent the true value of resources to a given econ-
omy, ¢.g., in the presence of taxes or subsidies or if environ-
mental costs are neglected. In chis case, they have to be
adjusted to secure their ‘shadow’ values which measure the cost
of the damage to society as a whole. Non-market values have
to be elicited by direct and indirect methods such as contingent
valuation, hedonic property and wage models, travel cost mea-
sures, etc. The resulting estimates should, like shadow market
values, reflect the underlying willingness of individuals to pay
for the commodity, asset or service that is at risk.

There is extensive economic literature on both che
methodologies for valuing non-market damages, and on empir-
ical estimates (for an overview, see Pearce, 1993).
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7.5 Geographical Analysis

One common feature of the different approaches to climate impact
assessment is that they all have a geographical dimension. Climate
and its impacts vary over space, and this pattem of varjation is
likely 1o change as the climate changes. These aspects are of crucial
importance for policy makers operating at regional, national or
international scale, because changes in resource pamerns may affect
regional equity, with consequent implications for planning.

Thus the geographical analysis of climate changes and their
impacts, where results are presented as maps, has received grow-
ing attention in recent years. This trend has been paralleled by
the rapid development of computer-based geographical infor-
mation systems (GIS), which can be used co store, analyse,
merge and depict spatial information.

The applications of GIS in climate impact analysis include:
® Depicting patterns of climate (past, present or projected).
® Using simple indices to evaluate the present-day regional

potential for different activities based on climate and other

environmenta) factors (e.g., crop suitability, energy
demand, recreation, water resources). The indices can then

be compared with observed patterns of each activity as a

validation test.
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® Mapping changes in the pattern of potential induced by a
given change in climate. In this way the cxtent and rate of
shift in zones of potential can be evaluated for a given
change in climate.

Identifying regions of particular sensitivity and vulnerability
to climate, which may merit more detailed examination (for
example, regions where, on the basis of the map analysis, it
may be possible, under a changed climate, to introduce new
crop species).

Considering impacts on different activities within the same
geographical region, so as to provide a compatible framework
for comparison and evaluation (e.g., to consider the likely
competing pressures on land use from agriculture, recreation,
conservation and forestry under a changed climate).

A simple ecological example is given in Box 11. As computer
power improves, the feasibility of conducting detailed modelling
studies at a regional scale has been enhanced. The main constraint
is on the availability of detailed data over large areas, but sophisti-
cated statistical interpolation techniques and the application of
stochastic weather generators to provide artificial climatological
data at a high time resolution, may offer partial solutions.

7.6 Dealing with Uncertainty

Uncertainties pervade all levels of a climate impact assessment,
including the projection of future GHG emissions, atmospheric
GHG concentrations, changes in climate, future socio-economic
conditions, potential impacts of climate change and the evalua-
tion of adjustments. There are two methods which attempt to
account for these uncertainties: uncertainty analysis and risk
analysis.

7.6.1 Uncertainty analysis

Uncertainty analysis comprises a set of techniques for anticipat-
ing and preparing for the impacts of uncertain future events. It is
used here to describe an analysis of the range of uncertainties
encountered in an assessment study. These arise from two
sources, here referred to as ‘errors’ and ‘unknowns’.

Errors may arise from several sources, including measure-
ment error, paucity of data and inadequate parameterization or
assumptions. Unknowns include alternative scenarios, or the
omission of important explanatory variables. The maximum
range of uncertainty is the product of the individual uncertain-
ties. The upper and lower bounds of these may be highly
improbable, so more useful alternatives are confidence limits
(e.g., 5 or 95 percentiles), which can be computed by studying
the probability of uncertainties propagating, using methods such
as Monte Carlo analysis (for energy and GHG emissions exam-
ples, see Edmonds ef al., 1986 and de Vries e al., 1994; for a
health impacts example, see Martens et al., 1994; for an agricul-
tural example, see Brklacich and Smit, 1992). These percentiles
are often used as upper and lower estimates of an outcome, with
the mean or median outcome used as the ‘best’ or ‘central’ esti-
mate. The quantification of uncertainty arising from inadequate
parameterizations or assumptions is more problematic, however,
as probabilities cannot readily be assigned to different choices.

7.6.2 Risk analysis

Risk analysis deals with uncertainty in terms of the risk of
impact. Risk is defined as the product of the probability of an
event and its effect on an exposure unit. It has been argued that
future changes in average climate are likely to be accompanied
by a change in the frequency of extreme or anomalous events,
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and it is these that are likely to cause the most significant
impacts (Parry, 1990). Thus there is value in focusing on the
changing risk of climatic extremes and of their impacts. This
approach can then be helpful in assessing the potential risk of
impact relative to predefined levels of acceptable or tolerable
risk. Tt is important to stress, howcver, that while occurrence
probabilities of hypothetical climatic events are relatively
straightforward to compute, it is not generally possible to ascribe
any degree of confidence to probabilities of future impacts.

In those disciplines that inherently deal with probabilities,
frequencies and statistical information to characterize natural
hazards (floods, storms, waves, earthquakes, streamflow) and
design criteria for control structures, the application of risk and
uncertainty analysis is a central feature of decision-making.
Extensions of commonly used methods that have evolved for
dealing with historical climatic variability can be employed for
climate change impact studies, especially in the important areas
of hydrology, water management and shore protection (Stakhiv
etal., 1991; 1993).

Another form of risk analysis—decision analysis—is used to
evaluate response strategies to climate change. It can be used to
assign Jikelthoods to different climatic scenarios, identifying
thosc response strategies that would provide the flexibility, at
the least cost (minimizing expected annual damages), that best
ameliorates the anticipated range of impacts (for a water
resources example, see Fiering and R ogers, 1989).

A mecthod for evaluating responses to rare and extreme
hydrological events—multiobjective risk partitioning—has been
developed by Haimes and Li (1991), which combines both risk
and uncertainty of individual events with a decision tree frame-
work, in order to identify solutions that best accommodate the
range of uncertainty.
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STEPS 6 AND 7: ASSESSMENT OF AUTONOMOUS
ADJUSTMENTS AND EVALUATION OF

ADAPTATION STRATEGIES

Impact experniments are usually conducted to evaluate the effects
of climate change on an exposure unit in the absence of any
responses which might modify these effects. Two broad types of
response can be identified: mitigation and adapuation (Figure 5).

8.1 Mitigation and Adaptation

Miitigation or ‘limitation’ attempts to deal with the causes of cli-
mate change. It achieves this through acuons that prevenr or
retard the increase of atmospheric greenhouse gas (GHG) con-
centrations, by limiting current and future emissions from
sources of GHGs (e.g., fossil fuel combustion, intensive agricul-
ture) and enhancing potential sinks for GHGs (e.g., forests,
oceans). In recent years there has been a heavy focus on mitiga-
ton as a major strategy for coping with the greenhouse prob-
Jem. However, it seems likely that realistic policies of mitigation
will be unable fully to prevent climate changes, and that altema-
tive adaptive measures are needed.

Adaptation is concerned with responses to both the adverse
and positive effects of climate change. [t refers to any adjust-
ment, whether passive, reactive or anticipatory, that can respond
to anticipated or actual consequences associated with climate
change. Many policies of adaptation make good sense in any
case, since present-day climatic variability (in the form of
extreme climatic events such as droughts and floods) already
causes significant damage in different parts of the world.
Adapration to these events can thus help to reduce damage in
the short term, regardless of any longer-term changes in climate.

While mitigation and adaptation are complementary
responses, as both are needed, the evaluation of mitigation
policies is outside the scope of these Guidelines. For more
information on this topic, the reader is directed vo parallel

Figure 5. Pathways of response: mitigation and adaptation.
Black lines indicate direct effects or feedbacks; grey lines depict
secondary or indirect effects (after Smit, 1993)
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work by Working Group III of the Incergovernmental Pancl
on Climate Change.

Yet the identificanon and evaluation of adaptanon oputions is
an essential component of impact assesstnent. In this section, a
basic distinction 1s drawn between system responses to climarte
change that are automacc or built-in (termed autonomous adjust-
ments), and responses that require deliberate policy decisions,
described as adapration strategies. Whle there are some overlaps
between these nwo types of adaptation, they are allocared separate
steps in the assessment framework (Figure 4) in recognition of the
different treatment they usually receive in assessmenc studies.

8.2 Assessment of Autonomous Adjustments
Most ecological, economic or social systems will undergo some
natural or spontaneous adjustments in the face of a changing cli-
mate. These ‘autonomous’ adjustments are likely to occur in
response both to gradual changes in average climate (which
themnselves may be barely imperceptible reladve to background
climatic variability) as well as to more drastic shifts in climate,
for example, those associated wich a change in dominant atmo-
spheric circulatcion partterns. What 1s much less certain, however,
is what forms these adjustments will take and what costs they
will incur. Clearly, in order to obtain credible estimates of
impacts, there is a need to account for these autonomous adjust-
ments in the assessment process (Smit, 1993; Rosenberg, 1992).
Within the broad class of autonomous adjustments it may be
mstructive o distinguish three groups according to their ‘degree
of spontaneity’: inbuile, routine and tactical adjustments.

8.2.1 Inbuilt adjustments

Inbuilt adjustments, sometimes referred to as physiological adjust-
ments, are the unconscious or automnatic reactions of an expasure
unit to a cbmaric perturbation. Some of these are easy to idenafy
(for example, the automatic response of a plant to drought condi-
tions is to reduce transpiration water loss by closing its stomata),
and can be accounted for in models that describe the system.
Orthers are more difficult to detect (for instance, the ability of
long-lived organisms such as trecs to acclimate to a slowly chang-
ing cbimate). These may require the implemencation of some con-
trolled experiments to determine the nature of the adjustment
mechanisms (for example, by transplanting tree species between
different climatic regimes to investigate the processes of acclima-
ton in a changed environment; see Beuker, 1994).

8.2.2 Routine adjustments

Routine adjustments refer to everyday, conscious responses to
vamations in climate that are part of the routine operations of a
systern. For example, as the climate changes, the growing season
for crop plants would also change, and crop performance might
be improved by shifting the sowing date. In some crop growth
models the sowing dace is detennined by climate (e.g., che start
of the rainy season or the disappearance of snow cover), so it is
selected automatically to suic the conditions. Here, the model is
performing internally an adjuscment that a farmer might do
instinctively or routinely.
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8.2.3 Tactical adjustments

Tacncal adjustments imply a level of response over and abiove
the adjusmments that are made routinely in the face of climatic
variability. Such adjustments might become necessary following
a sequence of anomalous climatic events, which indicate a shift
in cthe chimate. For example, a run of years with below-average
rainfall in a semi-arid region may persuade farrmers chat cultiva-
tion of a drought-resistant crop like sorghum is more reliable
than a drought-sensitive crop like maize, in spite of its lower
yield capacity than maize in favourable conditions. Adjustments
of this type require a behavioural change, but can stll be accom-
modated internally wichin che system. There are numerous
examples of assessments that consider these small-scale, low cost
adjustments (e.g., the MINK sctudy, see Box 13; and a study of
world food supply, Rosenzweig and Parry, 1994).

In moving towards a more interventionist type of adjust-
ment, however, the distinction between autonomous adjust-
ments and adaptation starts to become blurred. For instance, 1t 1s
not always a straghtforward task to separate out autonomious
ractical adjustments thac are directly related to climate change
from adjustments that are made to changing external conditions,
which are themselves an adaptive response to climate change
(such as government assistance to farmers to cope with adverse
climatic conditions). The evaluation of these ‘exogenous’ adap-
tations is examined in the following section.

8.3 Steps in the Evaluation of an Adaptation Strategy

In this section, types of adaptation are described and procedures
presented for identifying, classifying and evaluating available
options for deciston making. For more informaton on adapea-
tion strategies, Chapter 6 of the 1990 IPCC Response Strategies
report (IPCC, 1991a) provides a good overview of the range of
issues and ideas that should be considered in developing a
coherent approach. Moreover, several countries (including
Australia, Canada, and the USA) are actively pursuing the
development of protocols for the assessment of adaptation to
climate change.

At present there are no generally accepted procedures for for-
mulating narional and regional policies for adaptation to clirnate
change, one of the reasons being that the assessment process
involves value judgements, which can be both subjective and
controversial. Nevertheless, formal evaluaton procedures do exist
to address analogous problems as part of the planning process in
many developed countries. By drawing on the expeniences gained
in formulating those planning guidelines, a broad framework for
the evaluation of adapration scrategies to cope with climate
change can be identified. As with the general framework for
assessing clunate impacts, the framework for developing adapta-
gon strategies also comprises seven steps (Figure 6).

8.3.1 Defining the objectives
Any analysis of adaptation must be guided by some agreed goals
and evaluation principles. It is not sufficient merely to state that
adverse impacts should be avoided, reduced or elinunated. Two
examples of general goals commonly propounded by interna-
tional institutions and conventions are: (1) the promotion of sus-
tainable development, and (ii) the reduction of vulnerability.
However, these are so broad that they are open to many differ-
ent interpretations, 3o specific objectives need to be defined that
complement che goals.

Objectives are usually derived either from public involve-
ment, from stated public preferences, by legislation, through an
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Figure 6. Development of an adaptation strategy

I DEFINE OBJECTIVES
E SPECIFY IMPORTANT CLIMATIC IMPACTS
3 IDENTIFY ADAPTATION OPTIONS
4 EXAMINE CONSTRAINTS
5 QUANTIFY MEASURES/
FORMULATE ALTERNATIVE STRATEGIES
6 WEIGHT OBJECTIVES/
EVALUATE TRADE-OFFS
T RECOMMEND ADAPTATION MEASURES

interpretation of goals such as those descnbed above, or any
combination of these. They represent desired targets which can
be evaluated using specified critena and constraints. Table 2
illuserates three possible objectives that might be selected to
achieve each of the two different goals described above, and the
evaluation criteria that can be used to measure their success.
Most of these are quanditative measures (e.g., income, employ-
ment); others like biodiversity can be quantified, but not in
economic terms.

A common, shared set of evaluation principles and decision
rules is an important aspect of analysis. The sciennfic and techni-
cal part of the climate impact assessment provides most of the
information concerning physical effects and direct social and
economic mpacts on the main resource-dependent sectors. The
options to ameliorate or modify the adverse primary impacts all
have their own economic, social and environmental benefits and
costs. I is not always apparent what these are, since they differ
among resource use sectors and the public.

Virtually all forms of cost-benefit analysis follow the basic
decision rule thac for any action, project, programme or strategy,
the benefits must exceed the costs, however they are measured.
Benefits are measured relative to a set of desired targets or plan-
ning objectives, which reflect a notion of what needs to be
achieved. Those objectives can further be quantified by conven-
tional measures of relative worth, termed evaluation criceria
(e.g., income, employment, change in habicac acreage, popula-
ton at nsk, etc.). Constraints may also be part of an evaluarion
framework, defining a set of bounds that are considered accept-
able (for example, a 100-year return period event or a minimum
habicat size for a species based on per capita water availability).
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8.3.2 Specifying the climatic impacts of importance

This step involves an assessment, following the methods ouc-
lined elsewhere 1n this report, of the possible impacts of clirnate
variabilicy or change on the exposure unit. Where climatic
events are expected that will cause damage, these need to be
specified in dertail so that the most appropriate adaptation
options can be identified. Where beneficial climatic events are
anticipated, these should be examined, both in their own right
and because they may help to compensate for negative effects.
Deuils include the magnitude and regional extent of an event,
its frequency, duration, speed of onset and seasonality (i.e., tirn-
ing during the year). In the case of long-tenm climate change,
unpacts should be considered relatve to those that would be
expected to occur in the absence of climatic change. Moreover,
since there is often great scientific uncertainty atcached to pro-
jections, it may be useful to express possible changes in tenns of
the probability of their occurrence and/or as changes in the
recurrence frequency of events observed in the historical clima-
tological record.

One general approach for identifying the exposure unics at
risk from climarte variabilicy is vulnerabilicy assessment.
Vulnerabiliry can be defined as the degree to which an exposure
unit is disrupted or adversely affected as a result of climatic
events. It follows that vulnerable systems, activities or regions
are likely to be those most in need of planned adaptation.

The approach can be illustrated with reference to a ‘com-
mon methodology’ that has been developed for the
natonal-scale assessment of coastal zone vulnerability to sea level
nse (IPCC 1991b, 1994; cf. Box 6). One of the main objectives
of the common methodology is to inform national decision
makers about the vulnerability of the coastal zone, the possible
problems a country may face due to a changing climate and sea
level and, if necessary, the types of assistance that are most
needed to overcomne chese problems. The identification of criri-
cal levels of vulnerability and cnucal levels of climate change is
likely to be important in the determination of what constitutes
‘dangerous’ levels of climate change (a term used in Article 2 of
the UN Framework Convention on Climate Change). A pro-
posed six step process of determination is outlined in Figure 7.

Figure 7. A six step approach to the uwlumate objective of the
Climate Convention (after Swart and Vellinga, 1994)
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8.3.3 Identifying the adaptation options

The main task of assessment involves the compilation of a
detailed list of possible adaptive responses that might be
employed to cope with or take advantage of the effects of cli-
mate. The list can be compiled by field survey and by interviews
with relevant experts, and should consider all practices currencly
or previously used, possible alternative strategies that have not

Table 2. An example of 2 multiple crtena evaluation framework, 1n this case, for water resources management (Stakhiv, 1994)

OVERALL GOAL SPECIFIC OBJECTIVE ’ EVALUATION CRITERIA
SUSTAINABLE | I Regional economic Income
DEVELOPMENT ‘ development Employment
2 Environmental protection Biodiversity
Habitat areas
Wetland types
3 Equity Distribution of employment
Minority opportunities
- |
[
REDUCE [ Minm ze risk Population at risk
| VULNERABILITY Frequency of event

2 Mir"mize economic losses

3 Increase institutional response

Personal losses
Insured losses
Public losses

Warning time
Evacuation time
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been used, and newly created or invented strategies. Information
is needed on the frequency with which particular actions are
taken, in what circumstances and by whom. The effectiveness of
different actons, their cost and the reasons for their use or oth-
erwise should also be recorded. It is useful to note here that
there are abundant cases to demonstrate that existung policies
and practices may actually increase the impacts of presenc-day
climatic vanabilicy. For example, agricultural support payments,
subsidized insurance and damage cooperation payments may
encourage higher risk taking among farmers and increase the
total costs to sociery. These are cases of maladapration that
should be identified at an early siage of assessmenc. This step also
requires a consideration of che likely impact on adaptation
suacegies of technological change.

Six generic types of behavioural adaptation strategy for cop-
ing with negative effects of climate have been idenufied by
Burton et al. (1993):
® Prevention of loss, involving anticipatory actions to reducc the

susceptibility of an exposure unit to the impacts of climate

(e.g., controlled coastal zone retreat to protect wetland

ecosystems from sea level rise and its related impacts).
® Toleraling loss, where adverse impacts are accepted in the

short term because they can be absorbed by the exposure
umt withour long term damage (e.g., a crop mix designed to
mininuze the maximum loss, 1o ensure a guaranteed mini-
mum return under the most adverse conditions).

Spreading or sharing loss, where actions distubute the burden
of impacc over a larger region or population beyond those
directly affected by the climacic event (e.g., government dis-
aster relief).

Changing use or activity, involving a switch of activity or resource
use from one that is no longer viable following a clitmatic per-
turbation to another that is, so as to preserve a comumnunity in a
region (e.g., by employmeunt in public relief works).

Changing location, where preservation of an activity is consid-
ered more important than its location, and migration occurs
to areas that are more suitable under the changed climace
{e.g., the re-siuing of a hydro-electric power utility due to a
change in water availabilicy).

Restoration, which aims 1o restore a system to its original condi-
tion following damage or modification due to climate (for
example, an historical monument susceptible to flood damage).
This is not strictly an adaptation to climate, as the system
remains susceptible to subsequent comparable climacic events.

Table 3. Characteristics of selected coping strategies by smallholders for drought in central and eastern Kenya? (after Akong’a et al., 1988)

1 |
Effectiveness Constraints
Response/ | Prevalence  Normal | Moderate i Severe I Recovery Labour Capital | Constraints | Education/  Land
coping strategy drought droughc achnology | information
— |
Subsistence production
Soil conservation M-H M M 0 - - - + -
Water conservation L ™M | L 0 - - - + -
Imigation L H { H? + - + + + ;
Mu'tiple farms L ™M M L 0 - + - - +
Inter/relay cropping H H ! L + - - _ + _
Dry planting M H H L 0 - - + -
Mixec Festock herds M-H H H ™M + + | - - - +
Dispersed grazing H H H ™M + + | - - [
Fodder production? ™M H H ™M + + - + +
Drought-resistant crops H ™M H ™M + - - + + _
f f - 1 F — i f
Monetary activity
Local wage labour M-H H H H + + — _ + _
Migrant wage labour M H H H - + - - + -
Permanent employment M \ H H t + - - + _
Local business L M ™M L 0 + \ + \ = + -
Cash crop© ™M | H M ‘ L + + + + + | T
Sell capital assets ™M H ™M L - - - - _ +
Livestock sales H H ™M-H i ™M-L - - ‘ — _ + _
Remittances/donations | ! !
Retar ves ~e~s M-H ™ H H + - - - - _
Goverrmen: anc other M-H ? H H ? - - - -
Loans/credits L H H H + - + - —
I |
Key: PrevalenceT7ectiv 233 Recc.c Cor
H > 5( z - = ne; T.e 2. ~oedes v B
M-H = 30-5C wod. ¢ + = PO T 2,18, alGs mACovery, s nn y constraing
M = 15-3C 0 = ne.  ..e, "cefacoonrec  wy
L = 0—15iLow ? = unce: * ar veabie
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There are. of course, many cases where climate changes can be
positive. Here the strategies involve capitalizing on opportunities.

Different criteria can be used for organizing the information.
For instance, detailed tables have been used to catalogue tradi-
tional adjustment mechanisms for coping with mter-annual cli-
matic variabjlity in self-provisioning societies (Jodha and
Mascarenhas, 1985; Akong'a et al., 1988). Table 3 illustrates a
classification system for displaying smallholder coping strategies
for drought in central and eastern Kenya and a qualicative effec-
tiveness ranking for different measures.

Other methods of cross-tabulation have been employed in
formal procedures of resource management. For example, alter-
native water resource adaptation measures in the United Srates
are commonly analysed according to both the type of measure
and its strategic scope. Four groupings of strategy have been
identified (Stakhiv, 1993):

@ Long range strategies, generally pertinent to issues involving
mean changes in climate (e.g., river basin planning, instiru-
tional changes for water allocation).

Tactical strategies, concerned with mid-term considerations
of climatic variability (e.g., lood proofing, wacer conserva-
tion measures).

Contingency strategies, relating to short-term extremes asso-
ciated with climatic variability (e.g., emergency drought
management, flood forecasting).

Analyrical strategies, embracing climaric effects at all scales
(e.g., dara acquisicion, water management modelling).
Numerous oprions exist for classifying adaptive measures,
but generally, regardless of the resource of interest (e.g., forestry,
wetlands, agriculture, water) the prospective list should include
management measures that reflect:

Structural/infrastructural measures.

Legal/legislative changes.
[nstirutional/administrative/organizational measures.
Regulatory measures.

Educarion.

Financial incentives, subsidies.

Research and development.

Taxes, tariffs, user fees.

Market mechanisms.

Technological changes.

It is worth noting that society in general, and each resource
use seccor separately, already contends with contemporary ch-
martjc variability and the wide range of natural hazards (e.g.,
floods, droughts, storm surges and hurricanes) and the variery of
opportunities (e.g., a benign period of weather; an unbroken
‘snow season’; a mild winter) this brings. As a first approxima-
tion, it is probably fair to assume that most of the current mea-
sures employed m resource management to deal wich climatic
vanabiliry will be equally feasible, even if not comparatively
cost-eftective, under a different climacic regime. It follows,
therefore, that cthe adapration measures which ought to be
selected now are those which are beneficial for reasons cther
than climate change and, for the most partt, can be justified by
currenc evaluation criteria and decision rules. This is sometimes
referred to as the ‘no regrets’ strategy

8.3.4 Examining the constraints

Many of the adapration options identified in the previous step
are likely to be subject to legislation, influenced by prevailing
social nonms related 1o religion or custom, or constrained physi-
cally (such as the landward retreat from an eroding coast) or bio-
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logically (e.g., genetic material for plant breeding to adapt to
changing climate). This may encourage, restrict or totally pro-
hibit their use. Thus, it is important to examine closely, possibly
in a separate study, what these constraints are and how they
might affect the range of feasible choices available.

8.3.5 Quantifying the measuves and formulating alternative
strategies
The next step 1s to assess the performance or degree of fulfil-
ment of each management measure with respect to the stated
objectives. It may be possible, if appropriate data and analyrical
tools exist, to use simulacion models co test the effectiveness of
different measures under differenc climarte scenarios. Historical
and documentary evidence, survey material or expert judgement
are some other alternarive sources of this informartion.
Uncertainty analysis and risk assessment are also considered at
this stage (see Section 7.6).

Management measures can be ranked according to their
responsiveness to individual objectives and criteria as a way of

Figure 8. Some procedures for strategy formulation—top:
multicriteria analysis of individual management measures;
bottom: multiobjective strategy formulacion.
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assessing their robustess. effectiveness and resilience relative to
other comparable measures. The second step in such analysis
would be to assess the performance of each management measure
across all the objectives, recogrizing that some of the objecdves
conflict with one another (e.g., in Table 2, regional economic
development often conflicts with environmental protection). This
step is a prelude to developing strategies which maximize the
level of achievemnent of some objectives while maintaining base-
line levels of progress towards the remaining objecuves. In order
to assess which options are better suited for certain strategies, imul-
ticriteria analysis provides a formal, useful and replicable method
of evaluadon (Figure 8, top). One of the important aspects to
consider at chis stage is the quantification of achievable rates of
adapradion and their additonal costs. The faster the need for adap-
urion, the more it is likely to cost per annum.

An example of testng the feasibility of one line of adaptation
o drought nsk in Saskatchewan, Canada is given in Box 12. A
more extensive range of adaptations has been tested for the cen-
tral USA (see Box 13).

8.3.6 Weighting objectives and evaluating trade-offs

The adapration strategies that emerge from the foregoing analy-
sis each relate to specific objectives (Figure 8, bottom). Even if
all objectives are directed to the same general goal, however, it

is very likely that many will conflict with one another. This
step of the analysis, therefore, is the key evaluation step, where
each objective must be weighted according to assigned prefer-
ences and then comparisons made between the effectiveness of
different strategies in meeting these objectives. For instance, for
coastal responses to accelerated sea level nse, there could be a
‘pure’ retreat option, consisting exclusively of regulatory mea-
sures, taxes, incentives and legal and institutional measures
spread out over a period of ime. Also, a pure protection option
might be considered, consisting of structural measures and bet-
ter organized monitoring, warning and evacuation plans.

The key aspect of this step of evaluation is that all the com-
ponent measures that comprise a strategy are compared against
che same set of objectives and criteria, so chat decision makers,
policy makers and the public can see che relacdive range of bene-
fits and costs for each strategy as well as the distribation of
umpacts among the sectors and population (equity). Only then
can trade-offs among objectives and between management mea-
sures be undertaken. A wide variety of methods and models are
available for such multcriteria analyses (e.g., Goicoechea et al.,
1982; Chankong and Haimes, 1983).

A standard impact accoundng system for evaluating the
effectiveness of different planning stractegies is used opera-
tionally in federal projects in the United Scates. This evaluates

BOX 12

CASE STUDY: POTENTIAL IMPACTS OF
CLIMATE CHANGE ON AGRICULTURE IN
SASKATCHEWAN, CANADA

Background: the province of Saskatchewan in Canada has
about 40 per cent of Canada’s farmland and it accounts for
about 60 per cent of Canada’s wheat production, most of
which is exported. About one eighth of internationally traded
wheat originates from Saskatchewan.

Problem: to cvaluate the possible impacts of furure climare
change on Saskatchewan agriculture, assuming the same tech-
nology and economic circumstances as in the 1980s.

Methods: four different types of predictive model were linked
hierarchically: crop growth, farm simuladon, input-output
and employment models. These provided estimates of
regional crop vields, income and economic activity at the
farm level, commodity use relationships between sectors of
the provincial economy, and provincial employment. The
effects of changed climate, described by climatic scenarios,
were then traced through from changes in crop yield to
effects on regional employment.

Testing of methods/sensitivity: each of the models had been
tested and calibrated based on climatic or cconomic data from
recent years. In addition, the sensitivity of the crop growth
model to arbitrary changes in climatic input variables was also
investigated to ascertain its suitability for evaluating the effects
of climate change.

Scenarios: three types of climatic scenario were examined: one
historical anomaly scenario (the drought year 1962), one his-
torical analogue scenario (the dry period 1933-37) and one
GCM-based 2 x CO, scenano. The climatological baseline
was 1951-80. Furure changes in other environmental and
socio-economic factors were not considered.

Impacts: under present climatic conditions, Saskatchewan can
expect occasional extremme drought years with wheat yields
reduced to as little as one-quarter of normal, with large
effects on the agricultural economy and on provincial GDP
and large scale losses in employment. Occasional periods of
consecutive years with drought can lead to average yield
reductions of one-fifth and substantial losses of farm income
and employment. Under the GCM-based 2 x CO, scenario,
with increased growing season temperatures combined with
increased precipitation but higher potential evapotranspira-
tion, wheat yields would also decline, by average levels simi-
lar in magmtude to an extreme period under present climate,
with comparable economic impacts. The frequency of
drought or severe droughc is estirnated to triple relative to the
baseline under this scenario.

Adjustments. one potential adaptive response to climate change
was tested: the switching of 10 per cent of the cropped area
from spring wheat to winter wheat. It was estimated that yield
losses in drought years would be significantly lower with such
an adaptation, but that the reverse would be true in normal
years. Thus this adaptation would be favoured it climate shifted
towards warmer and drier conditions in the future.

Source: Williams et al. (1988)
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BOX 13
CASE STUDY: THE MINK PROJECT
AN INTEGRATED REGIONAL ASSESSMENT

Background: Missouri, [owa, Nebraska and Kansas (the MINK
region) are four adjacent states in the central United States
which are dependent on resource sectors known to be sensi-
tive to climate change: agriculture, forestry, water resources
and energy. Except for pockets of forestry on the Ozark
Plateau of southeast Missoun, and grassland on sand dunes in
north central Nebraska, the region is fairly coherent, with flac
or rolling topography used predominantly for agriculture.

Problen: to study how climate change mighr affect the current
and tuture functioning of regional-scale economies.

Method: a number of models were used to evaluate impacts of
climarte on individual sectors. For agriculture a semi-empirical
process model (EPIC) was adopted that simulates crop biomass
and yvield production, evapotranspiration and irrigation
requirements. For forests, a succession model (FORENA) that
simulares the annual development of individual trees within a
mixed species forest was used. This allows the effects of cli-
mate change on both forest growth and species composition
to be evaluated. Both EPIC and FORENA were modified to
accounc for the direct effects of CO, on photosynthesis and
water use. Several approaches were used to estimmarte regional
water resources: changes in evapotranspiration and irrigation
requirements were modelled using EPIC. Regional water
supply was estimated using empirical relationships between
present and past streamflows, Impacts on the energy sector
drew on the modelling and interpretations from the other
three sectors and on an analysis of how heating and air condi-
tioning requirements are affected by changing temperature.
Finally, the economy-wide effects of changes in productivity
of the above resource sectors were studied using IMPLAN, a
regional Input-output model. IMPLAN describes the interac-
tion between 528 industries in the MINK region.

Testing of methods/sensitivity: EPIC was validared against
nadonal agricultural statistics (county level) and observed sea-
sonal yields in agronomic experiments for seven crops i the
region. Evapotranspiration terms were compared with field
observations. FORENA had been validated previously for
conditions in the eastern United States, and resules were also
compared with observed forest behaviour under drought con-
ditions in Missoun. A sensitivity scudy was conducted on the
response of forest biomass to changes in temperature and pre-
cipitation. The model coefficients relating inputs and output
flows between industries in IMPLAN were computed from
regional data for 1982.

Stenarios: a temporal analogue was employed as the climarte
scenario, specifically the decade 1931-1940 in the MINK
region. Overall, this period was one of severe drought—both
drier and warmer than average in the region, consistent in
sign with GCM projections. These conditions were assumed
to occur in the present and also in the year 2030, along with
an increase in CO, concentration of 100 ppm (to 450 ppm).
Four sets of conditions were investigaced: (1) the current
baseline, which referred to the economic situation in the
carly 1980s, with 1951-1980 as the climatological baseline;
(2) climate change imposed on the current baseline; (3) a
baseline description of the economic structure of the region
in the future without climate change (including population,
economic activity and personal income); and (4) imposition
of climate change on the funure baseline (including feedbacks
between sectors, such as the projected extent of irrigated agri-
culture given scenarios of future water supply).

Impacts: in the MINK region of 2030 with a climate like that
of the 1930s the main results of the study are: (1) Crop pro-
duction would decrease in all crops except wheat and alfalfa,
even accounting for CO, effects. However, impacts on agri-
culture overall would be small given adaptation, though at
the margins losses could be considerable (e.g., a shift in irriga-

continued . ..

the eftects of differenc plans on a set of four basic objectives or
umpact categories:

® Nauonal economic development (monetary).

® Environmental quality (significant environmental resources
and their ecological, cultural and aesthetic atimbutes).

® Regional economic development (distribution of regional
economic acrivity in terms of regional income and
employment).

® Orther social effects (including urban and communicy

impacts, life, health and safety facrors, displacement,

long-term productivity, energy requirements and energy

conservation).

All impacts and adaptation measures are evaluated according
to these four categories. Selection of preferred strategies thus
requires the determination of trade-offs berween the categories.

8.3.7 Recommending adaptation measures

The resules of the evaluation process should be compiled in a
form thac provides policy advisers and decision makers with
information on the best available adaptation strategies. This
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should include some indication of the asstptions and uncertain-
ties involved in the evaluadon procedure, and the radonale used
(e.g., decision rules, key evaluacion principles, national and inter-
national support, institutional feasibility, technical feasibility) co
narrow the choices.

8.4 Points to Consider in Developing an Adaptation
Strategy

It may be helpful to note some of the practical requirements
involved in conducting an adapration assessment of the type
proposed above. These include: institutional requirements, data
requirements, analytical tools and cost.

8.4.1 Iustitutional vequirements

The formal procedures described above, which are routinely and
successfully used in a variety of resource management settings in
many developed countries, do, however, require an institutional
and informartion infrastructure as prerequisites. This implies that
there is an organizational, administrative and legal structure in
place that is capable of carrying out the procedures in a unifonmn
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. continned

ton from west to east). (2) Impacts on forestry would not be
fully felt by 2030, but in the long term they would be severe.
There is little potential for adaptation to the climate change
unless the production of wood for biomass fuel makes adapta-
tion economically justifiable. However, forestry is a very
small part of the MINK economy. (3) Impacts on water
resources would be major and severe. The quality and quan-
tity of surface waters would diminish, water-based recreation
would suffer losses and navigation would become uneco-
nomic on the Missouri. Rising costs of water extraction
would make agriculture less competitive for surface water and
groundwater supplies and would hasten the abandonment of
irrigation in the western portions of the region. (4) Only
about 20-25 per cent of the region’s current energy use
would be sensitive to a 1930s-type climate, and any impacts
of climate would be cased by adjustments within the energy
sector so that the effect on the regional economy would be
minor. (5) Unless the climate-induced decline in feedgrain
production falls entirely on animal producers in MINK
(which would lead to an overall loss to the regional economy
of 10 per cent), the regional economic impacts of the climate
change would be small. This is because agriculture, while
important relative to other regions of the US, is still only a
small (and diminishing) part of the MINK economy.

Adaptation: most of the work on adaptation dealt with
responses to impacts on crop production. Simulated adjust-
ments included changed planting dates, altered varieties and
changed tillage practices. In addition technological advances
were assumed in irrigadon efficiency and crop drought resis-
tance as well as improvements in a number of crop specific
characteristics including harvest index, photosynthetic effi-
ciency and pest management. In economic terms, in the
absence of on-farm adjustments and CO, enrichment, the
analogue climate would reduce the value of 1984-87 crop
production in MINK by 17 per cent. The CO, effect would

reduce the loss to 8 per cent, and on-farm adjustments would
reduce it further to 3 per cent. In the forestry sector a num-
ber of management options were investigated using the
FORENA model (e.g., the suitability of pine plantatons and
various thinning strategies), but none was considered appro-
priate as a response to climate change in the region. Rather,
barring major public intervention, only reactve measures to
forest decline such as salvage cutting were judged likely.
Qualitative assessments were made of possible adjustments in
water use (e.g., water conservation, a shift of emphasis from
navigation to hydropower production, recreadon and water
supply on the Missouri River) and in energy production and
use (e.g., energy-saving water pumping and irmgadon prac-
tices, improved energy-use efficiency and adoption of new or
existing technologies for improving electric conversion effi-
ciency and reducing cooling water requirements).

Policy options: although the MINK study did not seek to pro-
vide specific recommendations to policy makers for how to
cope with climate change in this region, one important con-
clusion was that the relevant policy issue at the regional scale
is not one of climate change abatement (which can only be
dealt with at national and international level), but rather one
of optimal adjustment to climate change. An important
asswmption of the study was that markets play a major role in
inducing adjustments needed for adequate response to climate
change. However, some important elements are not com-
monly considered in economic terms (e.g., the quality of
aquatic habitats is projected to decline in the MINK region).
These should necessarily fall within the ambit of public pol-
icy. Moreover, the study also speculated on possible policy
shifts, which could have more far-reaching implications for
the MINK region {e.g., the removal of subsidies for irrigation
agriculture under sharply increased water scarcity or subsi-
dization of plantation forestry as a method of capturing atmo-
spheric carbon and of energy production).

Source: Rosenberg (1993)

and replicable manner. Moreover, some of the analytical tools
employed are both sophisticated and resource intensive to
develop and operate.

It is clear that some of these prerequisites are likely to be lack-
ing in less developed countries, due to the limited resources avail-
able. However, alternative ‘low cost’ procedures are available that
could be applied in many regions. Additional capabilities could
then be built up over dme, if desired. The framework outlined
above is therefore a general one, which is applicable to a wide
range of situations and capabilides in differenc regions.

8.4.2 Data requirements

Data requirements can vary considerably, depending on the
scope of the study. Biological and physical information such as
climatological, hydrological and agricultural production data, is
likely to be miore readily available than socio-economic infor-
marion, though not necessarily in the form required. It is very
likely, however, that original socio-economic data will have to
be collected as part of the analysis. This can prove to be quite
expensive in terms of time, money and human resources, as it
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may require surveys of the population where adaptive actions
are being considered. An alternative is expert judgement, but
this should be blended with a knowledge of social values and
priorities or there is a danger that local perceptions and under-
standings may be overlooked in the assessment.

8.4.3 Analytical tools

As has already been indicated, a number of aspects of the analysis
can be enhanced with the use of models. These can vary from
formalized methods of qualitative assessment (e.g., Delphi analysis
of expert judgement) to advanced quantitative assessment models
(many of which are described elsewhere in this report). Many of
these types of model are available as software packages for a per-
sonal computer. However, aside from their cost (which need not
be excessive), and the considerable complexity often entailed in
linking model inputs and oucpucs, data availabilicy is likely to
mpose the greatest constraint on mode) use in many regions.

8.4.4 Cost
The cost of conducting a study of adaptacion to climate change
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can vary widely. A detailed study can easily cost several hundred
thousand US dollars, although useful results can be obtained
from small-scale studies costing in the range 50,000 to 100,000
US dollars.

8.4.5 Policy exercises

One possible method of evaluating policy adjustments is the
policy exercise. Policy exercises combine elements of a mod-
elling approach with expert judgement, and were originally
advocated as a means of improving the intcraction between sci-
cntists and policy makers. Senior figures in government, indus-
try and finance are encouraged to participate with scnior scien-
tists in ‘exercises’ (often based on the principles of gaming),
whereby they are asked to judge appropriate policy responses to
a number of given climatic scenarios. Their decisions arc then
evaluated using impact models (Brewer, 1986; Toth, 1989). The
method has been tested in a nwnber of recent climate impact
assessments in South-East Asia (Parry et al., 1992).

8.4.6 Sensitization seminars

A less formal method of communicating the important research
issues to policy makers is through organized mectings on climate
change and its possible cffects. If these are targeted at policy
makers and other stakeholders, they can be very effective vehi-
cles for influencing attitudes and, ultimately, policy.
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ORGANIZATION OF RESEARCH
COMMUNICATION OF RESULTS

AND

9.1 The Framework in Practice

The foregoing sections present a set of guidelines for potential
practitioners on alternative approaches and tools thac they mighrt
consider adopting in undertaking a climate impact and adapra-
ton assessment. The scope of these guidelines is very broad,
though the methods descnbed are often decailed. By way of syn-
thesis, therefore, this concluding section reviews the analytical
framework developed in the report, and suggests a four stage
method for applying the framework in practice.

9.1.1 The Seven Step Framework

The guidelines have been arranged in a seven-step analyrical
framework that aims to capture the major components of an
assessment study (cf. Figure 4). The framework is able to accom-
modate the wide range of methods followed in a large number of
previous assessiments, as is demonstrated in some of the boxed
examples in this report. However, it should not be regarded as a
definitive approach to assessment. There are other assessinents that
follow perfecdy valid alternative analytical methods (for example,
studies where the main focus is on adaptation to climate change).
Nonetheless, while the logical order of analysis may be different
m these studies, most of the basic tools and methods that are aceu-
ally applied are embraced in these Guidelines.

While this report has sought to be as comprehensive as pos-
sible, it should not be inferred that all the seven steps or all pro-
cedures within each step should be applied in any one assess-
ment. Applying the former may not be necessary or appropri-

ate; applying the latter would simply not be feasible. Each
assessment study has its own unique requirements, focus and
objectives, and these are probably served by only a small subset
of the approaches described. Furchermore, there are cerminly
aspects that are not covered in the Guidelines—the field is large,
and methods of climate impacrt assessment are developing
rapidly—and cheir exclusion here should not preclude cheir use
i future assessinents.

9.1.2 A four stage method for condycting assessiments
The observation was made in Section 2.4 thac the procedures
contained in each of the seven general steps are themselves
somenmes arranged 0 a mult-step framework which parallels
the seven steps. This is not surprising, when one considers how
most assessments are actually conducted m pracrice. Few studies
proceed monotonically through all the necessary steps without
repeating at leasc some iterations. For example, where the out-
puts of one impact model are used as the inputs for another,
similar procedures for, inter alia, data acquisition, model testing,
parameter selecton, ﬁxing of assumprions and scenano develop-
ment, must occur when applying each model.

[n all, four main stages of iteration can be identficd through
which an assessment may need to proceed (Figure 9):

® Feasibiliry.

® Assessment of biophysical impacts.

® Assessment of socio-economic hmpacts.
® Evaluadon of adaptation options.

Figure 9. A four stage method for conducting climate change impact and adaptation assessiments
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These stages are depicted as rows in Figure 9. The columns
represent broadly comparable steps, with some of the alternative
procedures at each step listed in the boxes. Thick arrows show
the linkages between stages and thin arrows link the steps.
Dashed lines represent reiterations that may be required to
repeat an analysis under a new set of assumptions.

This kind of ‘walk-through’ method can offer a useful tem-
plate for conducting assessment studies at the national level.
Following this approach, the United Nations Environment
Programme is currently preparing non-expert Workbooks based
on the Technical Guidelines described here. When completed,
the IPCC Technical Guidelines and UNEP Workbooks will
form a complementary pair of guides: the former primarily for
researchers and the latter for non-experts.

9.2 Organization of Research

The effective organization of research is a key element in most
climate impact studies, but especially so in large, multi-disci-
plinary projects. Two aspects are important to consider: the
coordination of research, and research collaboration.

9.2.1 Coordination

Experience suggests that the executive responsibility for
coordinating research activities is usually best assigned to a sin-
gle location, group or person. Overall gnidance is sometimes
provided by a panel of experts or steering commiittee, including
the coordinator. Subordinate responsibilities can be delegated
to other researchers, but the structure should preserve a frame-
work of accountability.

Several tasks can be identified that should normally be the
responsibility of the coordinator, involving the planning of the
research, identification of stakeholders, selection of common
approaches, initiation of studies and monitoring of the research.

Dlanning of the research. Regardless of the nature of the study, the
source of funding or the client being served, it is necessary, at an
early stage of preparation, to formulate a research plan. This
usually comprises a statement of the research objectives, a
description of the main tasks, the research methods, the
intended outputs, a preliminary schedule and the estimated cost.
A research plan can serve several functions:

@ It provides a framework for initiating the research and mak-
ing preliminary arrangements for elements such as excursions
and meetings.

It is helpful for identifying resource requirements such as
staff, working space, equipment and data.

It can be distributed to other experts for comments and
advice.

It can be used as a working document for discussing possible
research collaboration, additional funding, publication or
other cooperation.

Identification of stakeholders. The most successful impact studies
are often those which involve a broad cross-section of the com-
munity in the study region. Thus, a valuable element of study
design is the identification of important ‘stakeholders’. Some
possible stakeholders to consider are listed here:
® Policy makers, who commission the impact assessments in
order to obtain information that can be used to guide policy.
® Experienced climate impact researchers, who are familiar
with the issues and the analytical methods. It may be primar-
ily their responsibility to formulate the methods, gather and

42

collate the data, and analyse and report the results of the
study.

Other researchers, who may have no experience in climate
impact assessment, but may possess local knowledge, analyti-
cal tools or data that could be valuable in an impact assess—
ment.

Government officials and local advisers, who may be able to
assist by supplying data, exercising judgement or identifying
key regions or persons.

Persons of regional influence, such as village elders, indus-
trial executives and landowners, who might be able to pro-
vide advice, resources, access or other assistance to the study.
Communicators, such as teachers, newspaper editors and
radio and television producers, who can describe the
research to the community.

Other members of the community, whose cooperation may
be required in conducting surveys, field experiments and
other research activitics.

Common approaches. The coordinator may also bear responsibility
for enforcing some commonality of approach in research. This
ensures that the results of an assessment are readily comparable,
both within the project, and rclative to other projects. It may
entail, for example, the adoption of standard scenarios, use of
standard projection periods, and consistency in the reporting of
results. Consistency is especially important in cases where results
from one part of the study are ased as inputs to another.

Initiation of studies. As a preliminary stage of research, some pro-
jects carry out pilot studies to explore the feasibility of the
methods (Section 5.1). In some cases, pilot studies may have to
be conducted as a prerequisite for the receipt of funding or of
development loans. Other projects may hold a meeting of
researchers, to exchange ideas, forge new links, agree on the
workplan, allocate tasks, and decide a schedule. Where research
is being conducted at multiple sites or in different countries,
another option is for coordinators to travel to meetings at each
centre. This has the advantage of exposing the coordinator to a
wider range of researchers, to local conditions and to local prob-
lems. Finally, in some projects, particularly commissioned stud-
ies, where the goals are clear and deadlines tight, it may be suffi-
cient to despatch guidelines to the participants so that they can
begin work immediately.

Monitoring of the research. It is often a contractual requirement for
projects to provide funding agencies with regular reports on
progress. Although these reports do not always receive close
scrutiny from funding bodies, they are a useful method of assess-
ing progress, achievements, and financial status. They can also
form a basis for the publication of results. It is common for
international projects to receive a mid-term review by indepen-
dent experts, where researchers are required to present their
work, justify their methods and report preliminary results. Even
if this is not a formal requirement, a mid-term review can be a
valuable aid to project coordinators, as a means of assessing
progress to date, and future goals.

9.2.2 Collaboration

Collaboration in conducting an assessment can be required at up
to four levels: between researchers, between stakeholders,
nationally and internationally.
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Collaboration between researchers. Climate impact assessment is
interdisciplinary, involving the collaboration of researchers who,
in many cases, may not have worked together before. The iden-
tification of researchers who understand the goals of the
research, and are willing to work together, often under tight
time coustraints, can be a major undertaking in the planning and
execution of many assessment studies. The cffectiveness of col-
laboration may also be influenced by the working environment.
At one extreme, some international projects purposefully bring
together researchers to work at a single site. At the other
extreme, studies may be conducted with no direct contact
between researchers. A useful framework for interdisciplinary
and interjurisdictional collaboration at a regional scale is pro-
vided by Integrated Regional Impact Assessment (see Section
2.3.3, above). Studies have been aided considerably in recent
years by the establishment of international networks of
researchers, common databases and newsletters.

Collaboration between stakeholders. The involvement of other
stakeholders in the assessment process has many advantages but
also some drawbacks. Local knowledge and experience can be
very useful in conducting the study, mobilising resources, inter-
preting results and in gaining regional acceptance of the results
and recommendations. In addition, the monitoring of a project
by funding agencies can be helpful in focusing the goals of the
research. However, policy makers should beware of jeopardiz-
ing the integrity of the research by excessive participation,
whilst researchers should cnsure that their work meets the needs
of policy as much as possible.

National programmes. Under the auspices of the World Climate
Programme (WCP), many countries have now organized their
own national climate programmes. Within these programmes
most have made provision for climate impact studies, and have
set up committees for directing research and channelling fund-
ing through national scientific bodies and government depart-
ments. Examples of countries with national programmes
include: Australia, Canada, Finland, Hungary, Netherlands,
Japan, Switzerland, UK and USA.

Internationally, there are different levels of cooperation and
organization. Some important activitics at global scale include:
® The World Climate Impact Assessment and Response
Strategies Studies Programme (WCIRP), which is run by
the United Nations Environment Programme (UNEP), is
one component of the WCP. Projects receiving funding
from UNEP are generally international in scope, and inno-
vative In content.
The United Nations Regional Economic Commissions,
which liaise with national meteorological services in assess-
ing the socio-economic and population impacts of climatic
variability and change.
The Intergovernmental Panel on Climate Change (IPCC)
Working Group II (Impacts), which was established by
WMO and UNEP for reviewing research on the impacts of
future climate change. —
The International Geosphere-Biosphere Programme (IGBP)
of the International Council of Scientific Unions (ICSU),
which has a nurnber of elements devoted to climate change
and its impacts. Its function is to promote international col-
laboration in research. Funding is provided by national gov-
ermments,
The Human Dimensions of Global Environmental Change
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Programme (HDP) of the International Social Science
Council (ISSC), which has a similar structure to the IGBP,
but whose focus is on socio-cconomic aspects of environ-
mental change.

The Scientific Committee on Problems of the Environment
(SCOPE), which is also organized by ICSU, prepares state-
of-knowledge surveys on major environmental issues.

The Man and the Biosphere Programme of the United
Nations Educational, Scientific and Cultural Organization
(UNESCO).

The Organization of Economic Cooperation and
Development (OECD).

9.3 Communication of Results

An effective impact assessment is usually characterized by the
establishment of good communication between researchers and
other interest groups. Four lines of communication are impor-
tant for researchers: with other researchers, with policy makers,
with private enterprise and with the public.

9.3.1 Communication among rescarchers

Two issues are of critical importance in communicating and
evaluating research results among researchers: the reporting of
results and peer review.

Reporting of tesults. There is a burgeoning literature on the possi-
ble effects of future climate, but as yet there has been little
attemnpt to coordinate or standardize either the approaches used
or the reporting of results. Tt is critical that the methodology,
assumptions and results of studies are transparent. A number of
important requirements for reporting results are listed here:

® Methods of assessment should be detailed in full.

® Information from climate models used in scenario construc-
tion should be correctly interpreted and original sources
accurately cited.

® The major assumptions of a study need to be outlined and
substantiated.

® Impact models should be properly tested, fully documented
or cited, and accessible to other researchers so that results are
easily reproducible.

® Al results should be accompanied by estimates of their

attendant uncertainties.

Peer review. The peer review of results is a vital element ensuring
the quality control of published research. Proper vetting by
expert reviewers is the only means by which non-specialists are
able to evaluate the quality and significance of research.

Most reputable scientific journals subject submitted papers to
a rigorous review process. However, there are some cases
where, given the interdisciplinary nature of the research, special-
ist review cannot be offered for some elements of a study.
Therefore, researchers bear some responsibility for ensuring that
all their methods and models are exposed to such a review pro-
cess from appropriate experts. Indeed, many large projects orga-
nize their own review process, whereby specialists are asked to
provide formal reviews of results prior to final publication.

9.3.2 Communication with policy makers

Much climate impacts research seeks to answer questions that
impinge on or are specifically defined by policy. Thus, commu-
nication between policy makers and researchers is essential, the
former demanding of the latter solutions to problems and the
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latter alerting the former to issues of importance and requesting
the resources to research them.

One of the major problems of communication between
researchers and policy makers is the need to convey the consid-
erable uncertainties attached to future estimates, while demon-
strating that there is a problem to be addressed. Moreover, the
recent upsurge of interest in environmental issucs has led to a
rapid increcase in the demands on researchers to communicate
results directly to policy makers (e.g., through government hear-
ings). Since many of the goals of policy makers are short-term,
there may be advantages in presenting rescarch results in the
form of the types of impacts likely to be experienced in the eatly
stages of a more gencral climatic change. Such results could use-
fully be expressed, for example, in terms of the risk of certain
events occurring that are of immediate concern (e.g., drought or
coastal flooding). Nonetheless, there are still major issues that
should be addressed over a longer time perspective (for example,
potential impacts such as extinctions, that are irreversible, or
more tangible planning questions such as construction of dams
or coastal defenccs).

9.3.3 Communication with private enterprise

The private sector is a key player in influencing climate policy,
both as a significant contributor to GHG emissions and as an
end-user of climate as a resource. Besides wiclding considerable
political and economic influence, some sectors, such as insur-
ance, arc greatly concerned about the possible impacts of climate
change and sea level rise on their activities. Moreover, in many
countries cngineering consultant firms are key players in the
preparation of climate assessments, often as part of larger envir-
onmental impact assessments of proposed developments.

9.3.4 Communication with the public

Ultimately, most policy makers are answerable to the public,
and public opinion plays an important role in determining pol-
icy. It is important, therefore, that the public is kept
well-informed about progress in research. Effective communica-
tion is thus vital, and it is brought about partly through cduca-
tion but primarily via the mass media. While researchers have a
responsibility to communicate their work in a clear and concisc
manner to the public, the media also bears a great responsibility
for accurate reporting of the research. Unfortunately, there has
been a tendency by some to report only the most dramatic or
controversial aspects of climatic change and its impacts, rather
than to present a more balanced view. Researchers should be
wary of checking thoroughly any material which is to be com-
municated to the public in this way.
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APPENDIX 1: APPROACHES FOR DEVELOPING
CLIMATIC SCENARIOS FROM GCM INFORMATION

Al

Some standard mcthods of scenario construction are outlined
below. Most impact assessrnents relying on GCM outputs for
scenarios have adopted one of the alternatives described. For
further details, rcaders are referred to the examples cited. Useful
reviews of climatic scenario development are provided by
Giorgi and Mearns (1991} and Pittock (1993).

A1.1 Equilibrium changes

Two methods are commonly used for computing the change in
climate between the modelled control and 2 x CO, conditions
for each prid box: by calculating the difference or ‘delta’ (i.e., 2
x CO, minus control), or the ratio (i.e., 2 x CO, divided by
control) between pairs of values. The former method is usually
preferred for considering temperature changes and the latter for
precipitation changes. Note that if vatios are applied to tempera-
tures, data should be converted from the relative Celsius scale to
the absolute Kelvin scale (0°C = 273.15K).

A1.2 Scaling to the bascline

Since GCM outputs are not gencrally of a sufficient resolution
or reliability to estimate regional climate even for the
present-day (i.e., via the control run), it is usual for baseline
observational data to be used to represent the present-day cli-
mate. These are then adjusted to represent the 2 x CO2 climate,
either by adding the deltas or multiplying the ratios described
above (Box Al). The method implicitly assumes, therefore, that
any systematic errors in the control run arc also present in the
experiment. A further note of caution concerns the application
of precipitation ratios derived from GCM outputs to baseline
precipitation in dry regions. If the GCM indicates that precipi-
tation incrcases due to a shift in circulation, this increase
expressed as a percentage has little effect when multiplied by the
low baselinc value, producing an unrealistic scenario. In such
cases, the discretionary use of differences rather than ratios
might be appropriate.

A1.3 Transient changes

The procedure for constructing transient scenarios is somewhat
different. Firstly, the problem of drift in the control run (see
Section 6.5.3) makes the selection of an averaging period prob-
lematic. Some workers use the full control period for averaging,
others a period at the beginning, and still others a period in the
control run corresponding to the equivalent period in the per-
turbation run.

Second, the requirements for scenario information from
transient model outputs are either for discrete or continuous
estimates. Discrete estimates provide values for time slices in the
future (for example, decadal averages of change relative to the
control). Continuous estimates refer to year-by-year values
throughout the projection period. A simple method of scenario
construction, developed for use in deliberations by IPCC
Working Group II (TSU, 1994) is described in Box A2.

A1l.4 Missing variables

In the absence of information on changes in certain climatic vari-
ables important for impact assessment, values of these variables are
usually fixed at baseline levels. Given the sometimes strong corre-
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lations betwcen variables under present-day climate, this proce-
dure should be adopted with caution. An alternative involves
invoking these statistical relationships to adjust missing variables
according to changes in predicted variables.

A1.5 Time resolution

It is usually assumed that monthly adjustments made to climatic
variables can be applied equally to data at shorter, within-month
time steps. In the absence of information about the year-to-year
variability of climate, it is further assumed that this remains the
same under the scenario climate as during the baseline period.
Recently, methods have been reported that make use of the daily
data that are available from a limited number of GCM simulations.
The statistical properties of these data can be used to generate
stochastic weather data sets suitable as inpuis to impact models.

A1.6 Sub-grid-scale data

One of the major problems faced in applying GCM projections
to regional impact assessments is the coarse spatial scale of the
estimatcs. Typically, GCM data arc available at a horizontal grid
point resolution of, at best, some 200 kilometers. Several meth-
ods have been adopted for developing regional GCM-based sce-
narios at sub-grid scale:

(1) The study area baseline is combined with the scenario
anomaly of the nearest centre of a grid box (e.g., Bultot ef al.,
1988; Croley, 1990). This has the drawback that sites which are
in close mutual proximity but fall in different grid boxes, while
exhibiting very similar baseline climatic characteristics, may be
assigned a quite different scenario climate.

(2) The scenario anomaly field is objectively interpolated,
and the baseline value (at a sitc or interpolated) is combined
with the interpolated scenario value (e.g., Parry and Carter,
1988; Cohen, 1991). This overcomes the problem in (1), but
introduces a falsc precision to the cstimates.

(3) Experiments are conducted with regional ‘fine mesh’ cli-
mate models, which use inputs from GCMs and are then run
(nested) at a higher spatial resolution (e.g., see the review by
McGregor et al., 1993). This is a physically-based method of
accounting for important local forcing factors such as surface
type and elevation, which GCM:s are unable to resolve. A num-
ber of model runs have been conducted for regions in Europe
and North America (e.g., Giorgi ef al., 1992) and Australia (e.g.,
McGregor and Walsh, 1993), and at least one (agricultural)
impact study has been reported based on the outputs from a
nested model (Mearns and Rosenzweig, 1993).

(4) Statistical relationships are established between observed
climate at local scale and at the scale of GCM grid boxes. These
relationships are used to estimate local adjustments to the baseline
climate from the GCM grid box values (e.g., Wilks, 1988; Karl et
al., 1990; Wigley et al., 1990). A variant of this approach relates
local climate to objective measures of historical circulation types
and then determines a scenario climate on the basis of the circu-
lation type computed from GCM predictions (e.g., Bardossy and
Plate, 1992). A weakness of both of these methods is that they
assume that the relationships between sub-grd scale and large-
scale climate will not change under GHG forcing.
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A1.6 Composite scenarios

A number of scudies have combined the anomaly felds from sev-
eral scenarios (e.g., GCMs, historical) into one scenario using
either dynamical/empirical reasoning (e.g., Pearman, 1988;
Ackerman and Cropper, 1988; Robock et al., 1993) or averaging
(e.g., Sancer et al., 1990). Composite scenarios of this type are not
generally reahstic at a global scale, as they are based on a range of
source scenanos, each having different assumptions and regional
parameterizations. However, they have become useful in impact
assessment both because they are relatively simple to apply and
because they can provide information on between-model uncer-
tainty of projections (Viner and Hulme, 1992).

A1.7 Scaling GCM outputs to global projections

It has become conumon to use simple climate models rather than
GCMEs to estimate the eftects on future global temperacures of
alternative GHG emission scenarios (IPCC, 1990a, 1992a).
Their attractiveness as policy tools makes it desirable to use these
scenarlos in impact studies. However, since only global estimaces
are provided they cannot be used directly in regional assess-
ments. A method of overcoming this problem makes use of
GCM informarion in conjunction with the global estimates,
whereby the GCM estimates of regional changes are scaled
according to the ratio between the GCM estimate of global
temperature change and that provided in the simple scenario
(for example, for a doubling of CO,). An example of how this
technique can be used in developing transient scenarios is shown

in Box A2.

A1.8 Selecting models

Many GCM simulations have been conducted in recent years,
and it 1s not easy o choose suitable examples for use in impact
assessments. In general, the more recenc simulations are likely to
be more reliable as they are based on recent knowledge, and
they tend to be of a higher spatial resolution than earlier model
runs. The IPCC has undertaken a GCM intercomparison exer-
cise, which should provide useful information on mode! relabil-
ity and uncertainries (EPRI, 1994). It is strongly recommended
that recent reviews of GCMs be consulted before selection. The
National Center of Avmospheric Research, Boulder, Colorado,
USA has been acung as a clearing house for GCM data from
different modelling groups. In addition, the Model Evaluation
Consortium for Climate Assessment (MECCA) at Macquanie
University, New South Wales, Australia has developed a proto-
type compact disc, MECCA CD, which contains data from
GCMs and a protocol for their distnbution and use.
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BOX Al
SCENARIOS FROM EQUILIBRIUM
GCM OUTPUTS

To illustrate how equilibrium GCM outputs are commonly
used to develop climatic scenarios, let us consider that the
climatic variable of interest is June surface air temperature at
a site, S. A long time series of mean June temperatures is
available from a meteorological station at the site
(Figure (a)). GCM estimates of monthly mean temperature
for a model grid point adjacent to or interpolated to site S
have been obtained for an equilibrium 2 x CO2 simulation,
accompanied by estimates for a control simulation assuming
present-day atmospheric greenhouse gas (GHG) concentra-
tions (Figure (b)).

The climatological baseline is selected as the most recent
standard 30-year averaging period for which observations
are available (1961-1990; Figure (a)). Note that this period
encompasses notable extreme events and some cyclicity at a
decadal time scale.

The GCM estimates for the control and equilibrium 2 x
CO2 simuladons are shown in Figure (b) as annual values
of mean June temperature. Climate modellers usually pro-
vide model results only for a period during which the
global mean annual temperature approximates equilibrium
(often a 10~year period). A similar period is also selected
from late in the concrol run, as it often takes several
decades for the modelled 1 x CO2 atmosphere to equilibri-
ate. The difference between the mean equilibrium control
and mean equilibrium 2 x CO2 temperature is then com-
puted, and this is applied as an adjustment to each annual
baseline value of June temperature at site S (Figure (c)).

(2) Observed temperature
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BOX A2
SCENARIOS FROM TRANSIENT GCM OUTPUTS

A simple method of constructing scenarios based on transient
GCM outputs has been developed at the Climatic Research
Unit, UK for use in the IPCC WG II Second Assessiment
(TSU, 1994). The method is adapted from ideas originally
proposed by Santer ef al. (1990), and links information on the
regional pattern of climate. change from transient GCM simu-
lations with output from a set of simple models which deter-
mine the global temperature response to given assumptions
about future greenhouse gas emissions and concentrations

(MAGICC).

MAGICC is described elsewhere in this report (Box 3). In
order to obuain time dependent regional scenanos from the
global mean temperature changes estimated by MAGICC,
information is required from transient runs with GCMs.
Results from three coupled ocean-atmosphere GCM expen-
ments have been used in this exercise: the UK Hadley Centre
model (UKTR; Murphy, 1994, Murphy and Mitchell, 1994),
the Max Planck Instituce, Hamburg model (ECHAM1-A;
Cubasch ef al., 1992} and the Geophysical Fluid Dynamics
Laboratory, Princeton model (GFDL89; Manabe et al., 1991,
1992). Each model has been run over different time horizons
and with slightly different assurnptions about GHG cotcen-
trations.

All models are affected by the cold start problem (cf. Section
6.5.3), making it difficult to assign dates to the transient cli-
mate changes projected wich these models. To overcome this,
the time development of mean annual global temperature
change was obtained using MAGICC, which starts with a
pre-industrial climate and accounts for the GHG and sulphate
aerosol forcing up to 1990. The model was run for the 1892a
emissions scenario (including sulphates) assuming the mid-
range climate sensitivity (2.5°C). The mean annual global
temperature change was computed for the years 2020 and
2050 as 0.53°C and 1.16°C, respectively. These values have
been used to identify the decades in three transient GCM
runs where the global mean annual temperature changes are
equivalent (see Table I). In addition to overcoming the cold
start problem, this method also harmonizes the different
radiative forcing scenarios used in each experiment.

To construct the scenarios, differences (or ratios) have been
computed between the mean climate during the identified
decades and equivalent decades in the control run simulaton.
These differences (ratios) can then be used as adjustments to
the chimatological baseline following the methods described
in Appendix 1, Section A1.2.

It should be stressed that the levels of warming shown in
Table I are mean annual global averages and represent only
the mid-range climate sensitivity as determined by
MAGICC. They are illustrative of the differences in seasonal
and geographical pattern of climate change between the three
GCMs, and are not intended to embrace the range of uncer-
aainties attributable to different climate sensitivities, to alter-

native GHG emissions scenarios or to less tangible sources of
error. For example, for a high emissions scenario (e.g., I1S92f)
combined with high climate sensitivity (4.5°C) the corre-
sponding values of global warming for 2020 and 2050 are
0.81°C and 1.91°C, respectively. For a low emissions sce-
nario (e.g., 1892¢) and low climate sensitvity (1.5°C), the
respective values are 0.34°C and 0.65°C. Therefore, the
adoption of alternative asswmptions would yield quite differ-
ent regional scenarios.

An additional limication of the approach is that the pattem of
change denved from the GCMs does not reflect the likely pat-
tern attributable to sulphate forcing (sulphates are treated only
at a global scale by MAGICC). Transient experiments with
GCMs which include both GHG and sulphate forcing have
only recently been completed (Taylor and Penner, 1994).

Notwithstanding their limited range of representativeness, the
scenarios described above still exhibit large inter-regional and
between-model differences. To illustrate this, three locations
have been arbitrarily selected to represent temperate (Beijing),
semi-and (Bulawayo) and oceanic (Havana) environments.
Table II shows winter and summer temperature and precipita-
tion changes estimated by the three GCMs for 2020 and 2050
at the nearest GCM grid boxes to these locations.

Table I. Ten-year periods in the three transient GCM simula-
tions assumned to be equivalent to the decades centred around
2020 and 2050 in the MAGICC model simulations (with
increase in global mean surface air temperature of 0.53°C and
1.16°C, respectively, reladve to 1990). Source: TSU (1994).

Equivalent years in GCM

YEAR GFDL89 ECHAMI-A UKTR
2020 18-27 35-44 24-33
2050 36-45 48-57 49-58

continned ...
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... continued

Table H. Modcl-simulated changes in seasonal (December to February—DJF; June to August—]JA) temperature and precipitatdon at
grid boxes representing three contraseing sites: Beijing, Bulawayo and Havana. Values are from transient GCM simulanions and rep-

resent mean climate in 2020 and 2050 following procedures described in the text. Source of data: TSU (1994).

1
GEM Change in climate by 2020 Change in climate by 2050
Temperature (°C) Precipitation (%) Temperature (°C) Precipitation (%)
OJF JA DJF JA DJF JA DJF JA
Beying. China (39.93°N, 116.28°E)
GFDL89 0.4 0.5 -18 +9 2.8 .1 -5 0
UKTR 1.5 1.0 +82 +20 25 1.5 +70 +28
ECHAMI-A 0.7 0.4 -20 +15 1.0 1.5 +5 -13
Jl L
Bulawayo. Zimbabwe (20.15°S, 28.62°E)
GFDL89 -0.1 0.2 +1 +6 1.7 1.6 -7 +32
UKTR 03 0.1 +34 +84 20 20 +27 +77
ECHAMI-A 06 09 -1 =21 (.0 2.1 +14 -45
Havana, Cuba (23.1 7°N, 82.35°W)
GFDL89 0.7 0.7 +11 +17 09 09 +7 -8
UKTR 0.8 0.7 +28 +14 1.0 1.2 -10 -12
ECHAMI-A 0.7 05 -3 -3 03 0.7 +10 -19
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APPENDIX 2: A SELECTION OF CLIMATE IMPACT
ASSESSMENTS, SHOWING THE STUDY REGION,
SECTORS CONSIDERED, CLIMATIC SCENARIOS

ADOPTED AND ANALYTICAL METHODS EMPLOYED

2

T
REGION SECTORS CLIMATIC APPROACH STUDY REFERENCE
SCENARIOS METHODS
Globe Agr, For, Wat, Ene GC¥Eq ™ ~ ' sectoral Mode g Strzepek and
2 x CO, assess—er's ¢ "~ oress)
Globe Az~ ~or. Eco, Ene GCM Eq ey Integrated Mode .-z Alcamo, 1994
2xCO,
Globe Hea GCMEq. s-um Sectorel Mode g Martens et al.
2xCO, 1994
Brazil Agr. /e, Ind, Hea, Temporz aralczue Parallel sectoral Mode g 2. tzuve| Maga desand
orb, . /at assessments Neto. 1989
Ck »2 Sea. Eco. Agr. Ene GCMEq mum Para e sectoral Mode i~g ! ee’
2 %« CO, (Composite) assessments 1992
ceanc Frand, Agr GCM Eq ™ Sectoral Mode . ~g Pany et ..,
zrada. 2 x CO,;: :emporal 1988a
N. USSR, Japan analogue
Indonesia, Sea, Wat. Agr, GCMEq . m Paralle! sectoral Mode:.~g Parry et al,
Meaya & Coa. Fis 2 x CO, assessm=r 1992
Thziland
Ire‘z~¢ Agr. Fcr, Eco, Wat. Expert judgement Pz el sectoral =xpert judgement; McWilliams, 1991
Sea =I5 assessments mode ‘~g
Japan Wat, Agr, For. Fis, Various Parallel sectoral Expert udgement: Nish'okz et dl,
Eco. Coa. Ene. assessments mode 1993
U, Hea
{e~vya. Brazil, Agr Temporal arz ozue Sectoral Mode ~g Parry et al.
Ecuado~ I~d &, empirical survey 1988b
S. USSR,
Australia
i ss0 1w N0, Agr For, Ene “emporal analogue ~tegrated Mode ~g Rosenberg,
I coraska, 1993
. nsas USA
\l\/ !
- Sea, Eco. Agr, For.  GCMEqe..c...1 Para._ scoo Exp...,udgement: Denariment of
Coa. Wat, Ene, ‘ 2 x CO, (Composiie, assessments modelling e E... onment,
" d Tra F-, Rac ‘ 1991
USA Sea. Agr, For, Wat GCv g’ Para"e seciera! Moce g St znd
2x CO, assessments Ti-pak. 1990
Viet=z~ Agr. Hea. Ene, Expert judgement. Paralle} sectoral Mode g Nin® et al.,
For, Fis, tempoera’ anz.oguel asse: ~is qua e 1991
Ziroabwe, Agr Expert judzement Sectoral Mode g Downing, 1992
Ke~ya. Senegal,
Cr e
Agriazrcoiiore For foresty  Ene energy supply and demand  Wat: water resources  Sea: sea leve ~:2 Coa: ccz3z zone Eco: ~ei.z ecosysiems
Fis: fisheries Ind:™ ~ vy Urb: .ba~ zreas == “ancial secior Hea: ~omie = Trarwaesport  Rec recreation atc oo sm
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APPENDIX 3: ABBREVIATIONS,

ACRONYMS AND CHEMICAL FORMULAE

A3

AIM

ASLR

BaU
BGMV
CO,

CEC
CEOS-IDN

CETA
CFC
CGE
CH,
CRU
CSIRO

DICE
DMI
ECHAM 1-A

EPIC
ESCAPE

FAO
GCAM
GCM
GDP
GEMS

GFDL
GHG
GIS
GNP
GRID
HDP

HEM
IBSNAT

ICSU
IGBP
ITASA
IMAGE
IPCC
IRIA
ISRIC
ISSC
LDC
MAGICC
MERGE
MINK

NATO

Asia-Pacific Integrated Model

Accelerated Sea Level Rise

Business-as-Usual

Bean Golden Mosaic Virus

Carbon Dioxide

Commission of the European Communities
Commission on Earth Observing System-
International Data Network

Carbon Emissions Trajectory Assessment Model
Chlorofluorocarbon

Computable General Equilibrium (models)
Methane ’
Climate Research Unit

Commonwealth Scientific and Industrial
Research Organization (Australia)

Dynamic Integrated Climate Economy
Dynamic Macroeconomic Interindustry (models)
Max Planck Institute for Meteorology ECMWEF
Hamburg model Version 1-a
Erosion-Productivity Impact Calculator
Evaluation Strategies to Address Climate Change
by Adapting to and Preventing Emissions

Food and Agriculture Organization

Global Change Assessment Model

General Circulation Model

Gross Domestic Product

Global Environmental Monitoring System
(UNEP)

Geophysical Fluid Dynamics Laboratory
Greenhouse Gas

Geographical Information Systems

Gross National Product

Global Resource Information Database (UNEP)
Human Dimensions of Global Environmental
Change Programme

Harmonization of Environmental Monitoring
International Benchmark Sites Network for
Agrotechnology Transfer

International Council of Scientific Unions
International Geosphere-Biosphere Programme
International Institute for Applied Systems
Analysis

Integrated Model to Assess the Greenhouse
Effect

Intergovernmental Panel on Climate Change
Integrated Regional Impact Assessment
International Soil R eference and Information
Center

International Social Science Council

Less Developed Country

Model for the Assessment of Greenhouse-Gas
Induced Climate Change

Model for Evaluating R egional and Glabal
Effects of GHG reduction policies

Missouri, Iowa, Nebraska, Kansas study on the
US Corn Belt

North Atlantic Treaty Organization
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NCAR
NDU
NOAA
AVHRR

N,O
OECD

ppmv
SCOPE

TSU
UKTR

UNEP
UNESCO

VBD
WMO
wCp
WCIRP

WRI

National Center of Atmospheric Research,
Boulder, Co, USA

National Defence University

National Occanographic and Atmospheric
Administration, Advanced Very High Resolution
Radiometer -
Nitrous Oxide

Organization of Economic Cooperation and
Development

parts per million by volume

Scientific Committee on Problems of the
Environment

Technical Support Unit (IPCC Working
Group II)

United Kingdom Meteorological Office
Transient Model

United Nations Environment Programme
United Nations Educational, Scientific and
Cultural Organization

Vector Borne Disease

World Meteorological Organization

World Climate Programme

World Climate Impact Assessment and Response
Strategies Studies Programme

World Resources Institute
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APPENDIX 4: SOME INTERNATIONAL DATA
SOURCES OF INTEREST IN CLIMATE
IMPACT ASSESSMENT STUDIES

Table I: Data Sources

1961-1990 period monthly means
Europe 0.5° latlon grid/
1961-1990 period monthly means

Type of data Source Spatial/temporal resolution Content
Projections .
Population IPCC! 7 regions and global/ totals in 2100 Total population (various projections)
Economic development IPCC! 4 regions and global/trends 1990-2100 GNP (average annual rate—various projections)
Gas and aerosol IPCC! Global/annual rates 1S92a-f scenarios: CO,, CH,, N,0,
emnissions 1990, 2025 and 2100 CFCs, Halocarbons, SO,
Radiative forcing Wigley/Raper? Global/annual up to 2100 1S92a-f scenarios and various assumptions
Climate change NCAR3 Gridded (various resolutions)/ Equilibrium GCM (various models);
daily, monthly and seascnal Transient GCM (various models);
(time series or time slice up to 2100) Temperaiure, precipitation and other variables
CRU* Gridded (various resolutions) Equilibrium GCM (various models, inc.
and globally averaged/monthly, composite); Transient GCM (various models);
seasonal and annual (time series | -dimensional model (MAGICC);
or time slice up to 2100) Temperature, precipitation and other variables
Sea level rise CRU? Globalfannual up to 2100 MAGICC (for any given emissions scenario)
Agricuiture, forestry FAQS Regional, global/ Area, production, trade,
and fisheries totals in 2010 consumption and other data
Current baseline
Population UN’ National/annual Total population/urban
. population (various projections)
Economic growth World Bank® National/annual GNP, GDP
Climate CDIAC? Global stations/ Temperzature, precipitation, cloudiness
monthly (historical time series) atmospheric pressure
UNEP/GRID'® Global 0.5° latlon grid/ Temperature, precipitation,
1931—1960 period monthly means
CRU! Global 5° latlon grid/ Temperature, precipitation

Temperature(max, min), precipitation, sunshine,
windspeed, vapour pressure, rain days, frost days

“ ECMWF/WCRP'2

Global 2.5 1.125°, 0.5° latlon grid/
daily, monthly for individual years

Temperature, precipitation,
atmospheric pressure

Land use/cover UNEP/GRID'3 Global 0.5° latlon grid/recent Major ecosystem complexes
based on maps and observations
UNEP/GRID ' Global 1° latlon gridf Predominant vegetation types, cultivation intensity
1960-1979 and seasonal albedo based on maps
“ UNEP/GRID 3 Global I” latlon grid Wetlands (derived)
Agriculture, forestry FAO® National, regional, global/ Area, production, trade, foed
and fisheries 1970, 1980, 1990 supply and other data
General environment UNEP!é National Water, air, health and other
environmental measures
Soil UNEP/GRID!? Global 2 minute grid FAO/UNESCO Soil Map of the World
“ UNEP/GRID'8 Global |° grid Zobler scil type (based on UNESCO/FAQ maps),
soil texture, surface slope and other properties
Soil degradation ISRIC!® Global UNEP World Atlas of Desertification
Global vegetation index UNEP/GRID? 75°N-55°S on 8.6 minute grid/ NOAA AVHRR Monihly Global Vegetation
1982—1991 Index based on satellite data
Natural resources WRI2! National/annual Energy, raw materials, agriculture,
forestry and many others
Human health "WHO2 National/annual Distribution of and mortality from major diseases
Other data
Elevation/Bathymetry UNEP/GRID?3 Global 5 minute grid Integrated database derived from
map information
Boundaties UNEP/GRID?* Global (vector format) World Databank II: Coastlines, islands, lakes,

reefs, ice shelves, glaciers, nivers, canals,
railways, administrative boundaries

58



APPENDIX 4

Notes for Table I:

1) Intergovernmental Panel on Climate Change (Leggett et dl.,

1992)

Wigley and Raper (1992)

National Center of Atmospheric Research, Boulder,

Colorado, USA (information from R. Jenne and D. Joseph)

Climatic Research Unit, University of East Anglia,

Norwich, UK (Viner and Hulme, 1994)

As 4 (Wigley and Raper, 1992; Warrick ef al., 1993)

Food and Agriculture Organization of the United Nations

(FAO, 1992b; 1993)

United Nations (1991; 1992)

World Bank (1991)

Carbon Dioxide Information and Analysis Center, Oak

Ridge, Tennessee, USA (Burtis, 1992)

10) United Nations Environment Programme/Global R esource
Information Database (GRID—Geneva, 6, rue de la Gabelle,
CH-1227 Carouge, Geneva, Switzerland). Climate data—
Leemans and Cramer (1990)

2)
3)

4)

5)
6)

7
8)
9)

Table II: Information About Data Sources

11) As 4 (Jones et al, 1986a,b; Hulme, 1994; Hulme ef al.,
1995D, in press)

12) European Centre for Medium Range Weather Forecasting,
Reading, UK/World Climate Research Programme
(ECMWE, 1993)

13) As 10 (Olson et al, 1985)

14) As 10 (Matthews, 1983; 1985)

15) As 10 (Matthews and Fung, 1987)

16) United Nations Environment Programme (UNEP, 1987)

17) As 10 (FAO/UNESCO, various dates)

18) As 10 (Zobler, 1986)

19) International Soil Reference and Information Center
(UNEP, 1992)

20) As 10 (Tarpley, 1991)

21) World Resources Institute (WRI, 1992)

22) World Health Organization (WHO, 1990)

23) As 10 (Haxby et 4l, 1983)

24} As 10 (CIA, 1972)

Name (and media) Source Contents
ACCIS (Hardcopy) UNEP! Information services and computerized database
HEM (Hardcopy, Disk) UNEP/GEMS?2 Data banks; inventory of interational research organizations
and programmes; directory of environmental monitoring
INFOTERRA (Disk, Hardcopy) UNEP3 Directory of information sources
Master Directory (Network) NASA* Scientific data information service
CEOS-IDN (Network) MECCA/NASA/ Directory of remotely sensed data
NASDA/ESA?

Notes for Table II:

1) ACCIS (1990)

2) Harmonization of Environmental Monitoring
{(UNEP/Global Environmental Monitoring System),

Fritz (1990); Hicks (1993)

International Referral System for Sources of Environmental
Information (UNEP, 1987)

3)
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4) National Aeronautics and Space Administration (Beier,
1991)

5) Commission on Earth Observirig System-Intemational Data
Network (NASA/National Aeronautics and Space
Development Agency/European Space Agency)
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